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Friction is central to the motion of active (self-propelled) objects such as bacteria, animals, and robots.
While in a viscous fluid friction is described by Stokes’s law, objects in contact with other solid bodies are
often governed by more complex empirical friction laws. Here, we study active particles subject to
Coulomb friction using a combination of active granular experiments and simulations, supported by
theoretical predictions. The interplay of friction and activity forces induces a rich behavior resulting in three
distinct dynamical regimes. While for low activity Brownian motion is recovered, for large activity we
observe a dynamical stop and go regime that continuously switches from diffusion and accelerated motion.
For greater activity, we observe a supermobile dynamical regime characterized by a fully accelerated
motion which is described by an anomalous scaling of the diffusion coefficient with the activity. These
findings cannot be observed with Stokes viscous forces typical of active swimmers but are central in dry
active objects.
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Friction [1] has been studied by using empirical models
starting with pioneering observations that date back to
350 A.D. (Themistius): “It is easier to further the motion of
a moving body than to move a body at rest.” This
qualitative discovery was systematically investigated by
Coulomb in 1785, who noted that dry friction force
depends only on the velocity direction. He developed the
celebrated Coulomb’s friction law [2], which has proven to
be fundamental on the macroscopic level [3,4]. At the
molecular level, a further step in the study of dry friction
was taken by de Gennes and Hayakawa, who independ-
ently explored its properties for Brownian motion [5,6]
and suggested experimental realizations [7]. This research
has prompted further theoretical [8–11] and experimental
investigations in the context of passive granular particles
[12,13], Brownian motors [14–17], and the piston problem
[18,19].
Here, we study active particles governed by Coulomb

friction whose motion is self-sustained by an activity, i.e., a
nonequilibrium driving force with a stochastic evolution
[20–22]. Thereby, the active particles continuously inject
energy into the system, which is partially transformed into
motion (kinetic energy) and partially irreversibly dissipated
into the environment due to friction [23,24]. For wet
systems [25,26] such as active colloids and bacteria, the
friction is typically linear in the velocity [27,28] due to
the liquid solvent originating from Stokes’s law [29]. By

contrast, in dry systems such as robots and active granular
particles [30–37], friction is generated by contact with the
ground. In this case, dynamics are governed by Coulomb
friction which is almost insensitive to velocity [5,6,28].
Using a combination of experiments and simulations, we

showcase intriguing phenomena without counterparts in
systems governed by Stokes friction. By increasing the
activity, the particle switches from the standard Brownian
motion dominated by white noise to a different dynamical
“stop and go” regime [Figs. 1(b) and 1(c)] which alternates
diffusive behavior to running, accelerated motion. Greater
activity values induce an additional dynamical regime
where the particle uniquely moves with an accelerated
“supermobile” motion [Figs. 1(d) and 1(e)].
An active particle with Coulomb friction is experimen-

tally realized via a vibrobot [39], which is activated by a
vertically vibrating plate [Fig. 1(a)] attached to an electro-
magnetic shaker with frequency ν and amplitude A [see the
Supplemental Material (SM) for details [38] ]. These
granular particles exhibit activity due to their asymmetric
design [44]: the collisions between the particle legs and the
plate lead to two-dimensional directed motion, with the
typical speed growing as the shaker amplitude increases.
Intuitively, the dynamics of this macroscopic object are
governed by Coulomb friction, which is characterized by
two components: a dynamic one which decelerates an
object already in motion and a static one which impedes the
motion. The dynamic part does not depend on velocity,
while the static part contributes for vanishing velocity v,
which hinders the motion of a stationary object. The
friction force is thus determined by two friction coefficients
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which intrinsically depend on the material properties and
are different for static and dynamic cases. The friction force
σðvÞ can be described using the two-dimensional Tustin
empirical model [45]:

σðvÞ ¼ ΔCv̂

�
1þ ΔS − ΔC

ΔC
e−ðjvj=vsÞ

�
; ð1Þ

where ΔC;S are the Coulomb dynamic and static friction
coefficients, respectively, with ΔS ≥ ΔC. Here, v̂ ¼ v=jvj is
the normalized velocity vector, which is equal to zero when
jvj ¼ 0. The term vs is the Stribeck velocity that sets the

sharpness of σðvÞ for v → 0 [46]. Expression (1) provides a
minimal description for studying dynamic and static
Coulomb friction in the equation of motion. Previously,
theoretical analysis focused mainly on the simpler dynami-
cal friction case ΔC ¼ ΔS, where Eq. (1) reduces to
σðvÞ ¼ ΔCv̂, or σðvÞ ¼ ΔCsgnðvÞ in one dimension. In
particular, in de Gennes’s and Hayakawa’s papers, empha-
sis was placed on velocity autocorrelation [5] and steady-
state distribution [6], while Touchette et al. provided the
exact solution [8]. More recently, the role of colored noise
on the velocity distribution was unveiled in the case of
weak memory [47]. Compared to [47], we focus on large
activity and discover anomalous dynamical regimes that
were not previously observed.
The dynamics of an active particle in two dimensions

with mass m and dry friction is minimally modeled as a
Langevin equation for the particle velocity v ¼ ṙ,

mv̇ðtÞ ¼ −σ(vðtÞ)þ
ffiffiffiffiffiffiffi
2K

p
ξðtÞ þ nðtÞf; ð2Þ

where ξðtÞ is Gaussian white noise with unit variance andK
determines the noise strength. The active force is repre-
sented by the term nðtÞf, where f is the activity. The term
nðtÞ is an Ornstein-Uhlenbeck process with autocorrelation
time τ and dynamics

ṅðtÞ ¼ −
nðtÞ
τ

þ
ffiffiffi
2

τ

r
ηðtÞ; ð3Þ

where ηðtÞ is Gaussian white noise with zero average and
unit variance. This active force choice corresponds to the
active Ornstein-Uhlenbeck particle dynamics [48–55].
In what follows, we use ΔC,

ffiffiffiffiffiffi
τK

p
=ΔC, and τK=mΔC as

units of force, time, and length, respectively. With this
choice, the system is characterized by four dimensionless
parameters (see the SM for details [38]): the reduced
activity f0 ¼ f=ΔC, which quantifies the active force
effect compared to friction; the reduced noise strength
1=τ0 ¼

ffiffiffiffiffiffiffiffiffi
K=τ

p
=ΔC, which determines the impact of the

noise kicks on the particle evolution; two friction param-
eters, i.e., the relative magnitude of the static and dynamic
friction force Δ0 ¼ ΔS=ΔC − 1 and the rescaled Stribeck

velocity v0 ¼ mvs=
ffiffiffiffiffiffi
τK

p
. We set v0 ¼ 0.1 since static

friction has to affect the dynamics only for a small velocity,
and a low noise strength 1=τ0 ¼ 10−2, as usual in active
matter experiments.
For small shaker amplitudes, i.e., small activity, the

active force nðtÞf0 cannot exceed the friction force value
on average, and thus its dynamic effect is suppressed. The
resulting motion is similar to the one shown by standard
Brownian particles. Indeed, intuitively, the active force
induces an effective dry friction coefficient which is smaller
(larger) than ΔC if the active force and the velocity have the
same (opposite) sign. Therefore, the characteristic trajec-
tory of this Coulomb-governed Brownian dynamical state

FIG. 1. Coulomb friction-induced anomalous dynamical states.
(a) Illustration of the experimental setup: two active vibrobots (P1
and P2; see the SM for details [38]) governed by Coulomb friction.
(b)–(e) Particle trajectories (radial coordinate) for different activities
from (b),(d) experiments and (c),(e) simulations. The stop and go
and supermobile regimes are obtained in experiments at shaker
amplitudes A ¼ 9.381� 0.046 and 12.825� 0.089 μm, and in
simulations at activity f0 ¼ 1, 10. The experiments are obtained at
shaker frequency ν ¼ 150 Hz. The other simulation parameters are
τ0 ¼ 100, Δ0 ¼ 0, and v0 ¼ 0.1.
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is not qualitatively different from the usual regime dis-
played by a Brownian particle. Here, as in the passive case,
static friction cannot keep the particle stationary for an
arbitrary time [5]. In the experimental setup, the velocity in
this Brownian regime is so small that it falls below the
resolution limit. However, its behavior can be robustly
demonstrated through simulations (see the SM [38]).
As the shaker amplitude (and thus the activity f0) is

increased, the active force nðtÞf0 is more likely to exceed
the friction force value in some time interval. When this
happens, the trajectory displays fast acceleration (here the
particle “goes”). These regimes are suppressed when, by
fluctuations, the active force is smaller than the Coulomb

friction: when this happens, the particle behaves as a
Brownian particle, as observed for small f0, i.e., the
particle “stops.” Here, the particle is not really stuck but
rather slow compared to the “go” state. This stop and go
behavior can be directly observed in the particle trajectory
in experiments [Fig. 1(b) and Movie 1 in the SM [38] ] and
simulations [Fig. 1(c)]. A further increase of the shaker
amplitude and f0 allows the active force to permanently
exceed the friction value, except for the small time window
when a spatial component of nðtÞf0 reverses its direction.
In this state, the friction mechanism cannot hinder the
motion except for in these small time windows. This
induces a different regime characterized by supermobile
behavior, where the particle continuously accelerates and
suddenly decelerates. [See Fig. 1(d) or Movie 2 in the SM
[38] for experiments and Fig. 1(e) for simulations.] The
difference between the dynamical regimes emerges in the
steady-state distribution pðjvjÞ of the velocity modulus.
Indeed, in the stop and go regime, pðjvjÞ is peaked at zero
[Fig. 2(a)] because the particle spends a long time moving
slowly. By contrast, in the supermobile regime, pðjvjÞ
displays a bump at a large speed before slowly decaying to
zero [Fig. 2(b)].
In the mechanism discussed here, dimensions are not

crucial (see the SM [38]). Therefore, we systematically
study the dynamics (2) and (3) in one dimension that, in
addition, we can treat analytically. These three dynamical
states can be characterized by investigating the long-time
diffusion coefficient DL extracted from the mean squared
displacement (MSD) h½xðtÞ − xð0Þ�2i. Independently of the
activity and Coulomb friction coefficients, this observable
shows a small-time ballistic regime h½xðtÞ − xð0Þ�2i ∼ t2

FIG. 3. Stop and go and supermobile states. (a) Long-time time diffusion coefficient DL rescaled by f60 as a function of f0, with
Δ0 ¼ 0 (blue circles) and Δ0 ¼ 1 (green triangles). The parameter region corresponding to the Brownian, stop and go, and supermobile
regimes are displayed in violet, yellow, and green, respectively, while the transitions are marked with vertical lines. (b) Mean squared
displacement MSD ¼ hðxðtÞ − xð0ÞÞ2i, as a function of time t for different values of f0 in the three dynamical states with Δ0 ¼ 0.
Dashed black lines denote the ballistic and diffusive timescales. The colors have the same ordering as the MSD profiles. (c) State
diagram in the plane of activity f0 and relative friction coefficient Δ0. The color gradient shows the smoothed excess kurtosis,
normalized with the value for the passive system. The solid black line is a guide for the eye and indicates the crossover from Brownian
and stop and go regimes. The other parameters of the simulations are v0 ¼ 0.1 and τ0 ¼ 100.

FIG. 2. Velocity distribution pðjvjÞ calculated from experi-
ments (solid lines) and simulations (dashed lines). (a) The stop
and go regime from experiments with shaker amplitude A ¼
9.381� 0.046 μm and from simulations with activity f0 ¼ 0.3.
(b) The supermobile regime observed at A ¼ 12.825� 0.089 μm
and f0 ¼ 4.5. In (a) and (b) the shaker frequency is ν ¼ 150 Hz,
while the other parameters are τ0 ¼ 100, v0 ¼ 0.1, and Δ0 ¼ 0.
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[Fig. 3(a)], which is purely induced by the activity, as usual
for active particles [56,57]. In the long-time regime, the
MSD approaches a diffusive behavior ∼t, which is due to
the random change of the active force direction present in
all of the dynamical states. From here, we can extract the
long-time diffusion coefficient DL that is reported as a
function of f0 for vanishing (Δ0 ¼ 0) and nonvanishing
static frictions (Δ0 > 0). For small values of f0 corre-
sponding to the Brownian regime, DL scales as f20, as
expected for standard active Brownian particles (see the
SM for a scaling argument [38]). When the stop and go
regime is approached, DL starts increasing faster with f0.
This anomalous scaling is due to the go regimes, which
allows the particle to further explore the surrounding space.
When stop events are suppressed because of the large f0
value, a scaling DL ∼ f60 is reached in correspondence with
the supermobile state [Fig. 3(a)]. We remark that the system
switches from different dynamical states (f0 scaling) via
smooth crossover regimes.
The relative amplitude of static and dynamic friction Δ0

affects the diffusion properties only in the Brownian regime
by decreasing DL, while it leaves the stop and go and
supermobile states almost unchanged. This is because static
friction plays a negligible role compared to dynamical
friction during a go state since jvj ≫ v0, and thus
σðvÞ ≈ ΔCsgnðvÞ. However, we intuitively expect that an
increase of the static friction, via Δ0, could affect the
transition line from the Brownian to the stop and go regime.
To further characterize the role of Δ0, we focus on the
steady-state velocity properties. Indeed, during go states
the velocity gains large values, which is represented by the
long tails of the velocity distribution and which we quantify
by studying its fourth moment. Specifically, we focus on
the excess kurtosis, i.e., the deviation of the fourth velocity
moment from the Gaussian value, κ ¼ hv4i=hv2i2 − 3. We
normalize this observable with the excess kurtosis κ0 at zero
activity (f0 ¼ 0) so that κ=κ0 reads ≈1 in the Brownian
regime and assumes values ≫ 1 in the stop and go state.
Our analysis as a function of f0 and Δ0 [Fig. 3(c)] reveals
that static friction Δ0 > 0 hinders the transition to the stop
and go regime. Indeed, in this case, the active force needs to
exceed a larger total dry friction to induce acceleration.
To further shed light on the effect of activity f0 and static

friction Δ0, we numerically and theoretically analyze the
velocity distribution pðvÞ. As we expect from the kurtosis
analysis, this observable does not show remarkable
differences between the Brownian regime and the purely
passive case (f0 ¼ 0), where pðvÞ decays exponentially as
∝ e−τ0jvj. By resorting to path-integral techniques [43] (see
the SM for details [38]), the expression for pðvÞ can be
generalized for small activity f0 ≪ 1 (Brownian state),
where the main contribution occurs for jvj ≪ 1 and reads

pðvÞ ∝ e−τ0½jvjðΔ0þ1Þ−Δ0=2v0v2−f20jvj3=4ðΔ0þ1ÞþOðv4Þ�: ð4Þ

Here, static friction and activity have roughly the same
effect, providing small deviations from the exponential tails
[Figs. 4(a) and 4(b)]. Static friction, however, plays a
pivotal role in vanishing velocities [Fig. 4(b)]. By contrast,
in the stop and go state for larger values of f0, the full shape
of the distribution is distorted [Fig. 4(a)]. In particular, in
the stop and go regime, the tails slowly decay to zero, while
in the supermobile state the distribution is nearly flat, with a
small peak for vanishing velocity. Remarkably, our method
is able to also provide an analytical approximation for the
velocity distribution pðvÞ for large activity f0, where
typically jvj ≫ 1,

pðvÞ ∝ e−ðn2f =2Þ: ð5aÞ

Here, nf is set implicitly via the equation

2τ0½nff0 − lnðnff0Þ − 1� ¼ v; nf >
1

f0
: ð5bÞ

Equation (5) holds in the absence of static friction Δ0 ¼ 0,
while the full expression for Δ0 > 0 is reported in the SM
[38]. However, in agreement with the previous analysis,
static friction provides a negligible contribution on pðvÞ
for jvj ≫ 1.
Our theoretical approach allows us to predict the typical

escape particle trajectory by expressing v as a function of n
for vanishing noise (see the SM for details [38]):

dv
dn

¼∓ sgnðvÞτ0
n

�
1þ Δ0e−ðjvj=v0Þ

�� f0τ0: ð6Þ

The two solutions imply that the particle displays a
hysteresislike trajectory in the ðn; vÞ plane [Fig. 5(a)].
The particle, initially placed at v ¼ 0 and n ¼ 0, maintains
zero velocity until the active force exceeds the friction, i.e.,
at the threshold value such that jvj ¼ nf0 ¼ 1. From here,

FIG. 4. Probability distributions. (a) Velocity probability dis-
tribution pðvÞ for Δ0 ¼ 0 for various f0. (b) pðvÞ for f ¼ 0.25
for various Δ0. The dashed lines in (a) correspond to the
analytical prediction (5), and the dashed lines in (b) correspond
to the analytical prediction (4) up to the first order. The colors
have the same ordering as the density profiles. The other
parameters of the simulations are v0 ¼ 0.1 and τ0 ¼ 100.
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the particle starts accelerating [the upper sign in Eq. (6)]
and reaches a maximum velocity when the activity
decreases below the threshold value. At this point, the
particle slows down and relaxes to its initial state [the lower
sign in Eq. (6)]. This hysteresislike trajectory is a visuali-
zation of the stop and go regime and is purely induced by dry
friction. Indeed, this behavior cannot be achieved by active
dynamics governed by Stokes viscous forces for which
v ∝ n or in the Brownian regime (small f0) where the
hysteresis degenerates into a back-and-forth line [Fig. 5(d)].
The hysteresis height loop, Δn is more pronounced when

higher velocities vf are reached during the escape [Fig. 5(b)].
In addition, this height is increased by static friction, as
shown by the escape trajectories in Fig. 5(c). This is because
the go state is hindered by the static friction, unlike in the
case Δ0 ¼ 0.
The emergence of the three dynamic states due to the

interplay between activity and Coulomb friction suggests
their existence in a broader range of experimental systems
beyond the considered system. Good candidates are Hexbug
particles [58–62] or sliding robots [63], where Coulomb
friction can be enhanced by modifying the material proper-
ties or propulsion mechanism. Alternatively, activity can be
induced on any granular object via programmed shakers that
produced colored noise [44,64–66]. The emerging stop and
go and supermobile regimes could lead to unprecedented
collective phenomena for active systems ranging from giant
density fluctuations to pulsating clusters. In addition, our
findings can pave the way toward the development of
intriguing applications in active granular matter: super-
mobile active granulates could be employed for efficient
spatial exploration and food search by taking advantage of
their enhanced diffusivity. Furthermore, while we have
provided experimental realizations of stop and go and
supermobile regimes, further miniaturization and higher
resolution techniques are required to investigate the
Brownian regime. A relevant example that fulfills these
needs and shares similarities with the vibrobot setup is dust
mitigation through vibrating surfaces [67].
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