
24910 |  Phys. Chem. Chem. Phys., 2022, 24, 24910–24916 This journal is © the Owner Societies 2022

Cite this: Phys. Chem. Chem. Phys.,

2022, 24, 24910

Role of rotational inertia for collective
phenomena in active matter

Lorenzo Caprini, * Rahul Kumar Gupta and Hartmut Löwen

We investigate the effect of rotational inertia on the collective phenomena of underdamped active

systems and show that the increase of the moment of inertia of each particle favors non-equilibrium

phase coexistence, known as motility induced phase separation, and counteracts its suppression due to

translational inertia. Our conclusion is supported by a non-equilibrium phase diagram (in the plane

spanned by rotational inertial time and translational inertial time) whose transition line is understood

theoretically through scaling arguments. In addition, rotational inertia increases the correlation length of

the spatial velocity correlations in the dense cluster. The fact that rotational inertia enhances collective

phenomena, such as motility induced phase separation and spatial velocity correlations, is strongly

linked to the increase of rotational persistence. Moreover, large moments of inertia induce non-

monotonic temporal (cross) correlations between translational and rotational degrees of freedom truly

absent in non-equilibrium systems.

Introduction

Physical or biological systems of active particles1–4 are not only
common at the microscopic but also at the macroscopic scale.5

Typical examples in the animal world are birds,6 showing
flocking,7 fish, displaying schooling,8 as well as penguins9 or
flying beetles,10 giving rise to a broad range of fascinating
collective phenomena. In addition, inanimate objects such as
walking droplets11 or flying whirling fruits12 represent other
examples of macroscopic self-propelled particles. Recently,
active granular systems,13–18 self-propelling because of some
asymmetry in their shapes, have been investigated as a proto-
type of biological active matter as well as for their broad range
of applications, for instance in the design of robots19 even able
to self-organize.20

In this broad class of self-propelling macroscopic systems,
inertial effects play a pivotal role that cannot be neglected.21

For this reason, recent experimental and theoretical studies
focus on the role of translational inertia in systems of active
particles22–31 outlining how the usual scenario of overdamped
active systems is modified. The single-particle properties are
enriched because of additional transient regimes in the mean-
square displacement32,33 as well as for the presence of a hidden
entropy production.34–36 Inertia also affects both the virial
stress and swim pressure37–39 and modifies the transport
properties in active density waves40 and ratchet potentials,41

leading also to inhomogeneity and flux in the presence of a
magnetic field.42

However, the non-equilibrium phase coexistence typical of
active matter, known as motility induced phase separation
(MIPS),43–48 is suppressed by translational inertia.49–52 Simi-
larly, inertial effects reduce the accumulation near boundaries
or obstacles typical of active particles53–55 and hinder the
crystallization.56 In addition, they promote hexatic ordering57 in
homogeneous phases and, in general, reduce the spatial velocity
correlations58 characterizing dense active systems48,59,60 both in
liquids61,62 or solid states.58,63 From the theoretical side, the
main conclusion is that translational inertia mainly reduces the
typical macroscopic properties characterizing active particles,
apparently leading to ‘‘less active’’ systems more similar to their
passive counterparts.

In spite of its important role in macroscopic experiments
with inertial active particles,64 only recently the role of the
rotational inertia, i.e. the effect of the moment of inertia, has
been investigated. This additional ingredient has been intro-
duced in ref. 64 to reproduce the inertial delay between particle
orientation and velocity, experimentally observed in the beha-
vior of a single active granular particle. Successively, the
problem has been further addressed theoretically65,66 also
through the introduction of a simplified model.67 Except for
these contributions in the case of a single-particle, the role of
rotational inertia on the collective phenomena typical of active
particles has not been systematically explored and it will be the
main object of investigation in this paper.

The article is structured as follows: in Section 2 we introduce
the model while in Section 3 we show the numerical and
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theoretical results on the role of rotational inertia for collective
phenomena, such as motility induced phase separation and
spatial velocity correlations, as well as for the emergent cou-
pling between rotational and translational velocities. Finally,
we conclude in Section 4.

Model

We study a system of N active Brownian particles (ABP),43,46,68–71

in a box of size L with periodic boundary conditions. Each ABP
with mass m and moment of inertia J evolves with an under-
damped dynamics for the translational and orientational
degrees of freedom, such that a particle with position, xi and
orientation yi, is described by the following equations for the

velocity vi = :xi and the angular velocity oi = _yi

m _vi ¼ �gvi þ Fi þ
ffiffiffiffiffiffiffiffiffi
2Tg

p
xi þ fai (1)

J _oi ¼ �groi þ gr
ffiffiffiffiffiffiffiffi
2Dr

p
Zi; (2)

where xi and Zi are white noises with zero average and unit
variance. The coefficients g and T are the friction coefficient and
the temperature of the solvent bath, respectively, while Dr and gr

are the rotational diffusion coefficient and the rotational friction
coefficient. The term fa

i = gv0ni describes the self-propulsion force
which guarantees the persistence of the single-particle trajectory,
v0 being the swim velocity and ni = (cosyi, sinyi) the orientational
unit vector. The particles interact through the force Fi = �riUtot

due to a soft repulsive potential, Utot ¼
P
io j

Uðjxi � xj jÞ, where

U = 4e[(s/r)12 � (s/r)6] is the Weeks-Chandler-Andersen (WCA)
potential, with energy scale e and particle diameter s. The ratios
td = m/g and tr = J/gr define the typical translational and rotational
inertial times, respectively, while tp= 1/Dr corresponds to the
persistent time of a single-trajectory.

Rescaling the position in units of s and the time in units of
tp, the system is controlled by many dimensionless parameters.
A key role in active matter systems is provided by the Péclet
number Pe = v0/(Drs), namely the ratio between persistence
length, v0/Dr, and particle diameter. The presence of the
thermal bath introduces an additional dimensionless para-

meter,
ffiffiffiffiffiffi
Tg
p

=ðDr
3=2smÞ, that induces the suppression of motility

induced phase separation (MIPS) when random thermal fluctua-
tions overcome the value of the active force. For this reason, we fix

Pe = 50 and
ffiffiffiffiffiffi
Tg
p

=ðDr
3=2smÞ ¼ 10�3 so that the effect of the thermal

temperature is practically negligible with respect to that of the active
force. Recently, the influence of the potential details contained in

the dimensionless parameter
ffiffiffiffiffiffiffiffi
e=m

p
=ðDrsÞ has been

investigated47,72 and shows a shift in the MIPS transition. The
presence of translational inertia has been recasted onto the
reduced mass,

M ¼ Drm

g
; (3)

defined as the ratio between the inertial time and the persistence
time. The rotational inertia gives rise to an additional dimensionless

parameter that represents a reduced moment of inertia and
reads

I ¼ DrJ

gr
: (4)

This parameter induces non-trivial consequences in the
behavior of a single active particle, such as the effect known
as inertial delay,64,65 but could induce non-trivial dynamical
consequences on the collective phenomena typical of active
particles. To evaluate the effect of the inertia, we only focus on
M and I, while further details on the other parameters are
contained in Appendix 5.

Results
Phase diagram

The impact of the rotational inertia is at first investigated by
constructing the phase diagram in the plane spanned by
reduced mass M = Drm/g and reduced moment of inertia
I = DrJ/gr (Fig. 1 (a)), for a packing fraction f = Ns2p/(4L2) =
0.5. For I - 0 (I { 10�2), the results by Mandal et al.49 are
quantitatively recovered: the increase of M suppresses the
coexistence of a dilute and a dense phase typical of pure
repulsive active systems, known as motility induced phase
separation (MIPS),63,73–76 (Fig. 1(d)) and promotes an almost
homogeneous phase (Fig. 1(b)). We remark that the latter
phase, simply referred to as ‘‘no-MIPS’’ in the phase diagram,
is far from a homogeneous configuration, being characterized
by unstable clusters that continuously reform and break. How-
ever, the characterization of this almost homogeneous phase is
out of the scope of the present paper. The distinction between
the two phases is achieved by studying the distribution of the
local packing fraction measured in the system: following pre-
vious works,48,77 the bimodality of this distribution (not shown)
is assumed as a standard criterion for MIPS. The increase of the
rotational inertia favors MIPS, playing the opposite role than
the translational inertia (M): the increase of reduced moment of
inertia I drastically enhances the stability of the phase coex-
istence which can be achieved also for values of the reduced
mass M an order of magnitude larger than the case I - 0 (see
also the sequence of snapshots (b) - (c) and (d) - (e) in
Fig. 1). In short, rotational inertia induces MIPS.

This qualitative scenario can be understood in terms of
intuitive dynamical scaling arguments, originally sketched to
explain the formation of MIPS in overdamped active
systems.43,77,78 The persistence of the single-particle trajectory
allows a couple of active particles to slow down (or stop) when
they collide until the rotational diffusion changes the direction
of their active forces. When the average time between two
collisions, tc, is smaller than the typical persistence time, tp,
the condition for the cluster nucleation is achieved. The rota-
tional inertia provides an exponential memory to the particle
orientation, hindering its change and, in first approximation,
increasing the effective persistence time, tp - tp*, from the
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overdamped value 1/Dr to a larger value depending on J/gr,
that reads

t�p �
1

Dr

1þ Ið Þ; I � 1;ffiffiffi
I
p

; I � 1:

�
(5)

Eqn (5) has been obtained by expanding the exact expression

for tp* in powers of I ¼ Dr
J

gr
� 1 and I ¼ Dr

J

gr
� 1, respectively,

starting from the full analytical expression derived in ref. 65.
We remind that the increase of the translational inertia (M)

suppresses MIPS because inertia induces bouncing effects that
hinder the particle’s ability to remain stuck in the cluster.49 The
physical picture behind this mechanism is sketched in Fig. 1(f) and
(g). A particle approaching the cluster persistently bounces on the
cluster surface if its persistence time is larger than its typical
bouncing time, i.e. the time occurring between two successive
bounces (panel (f)). When this condition is achieved and the
collisional time is larger than the persistence time, the cluster
forms. If the active particle reorients during the first bouncing
event, the particle effectively behaves as a passive particle (panel (g))
and will never remain stuck in the cluster, or in other words, the
cluster cannot nucleate. Taking in mind this picture and that the
bouncing time is roughly proportional to the inertial time td, we
predict analytically the scaling of the transition line between MIPS
and no-MIPS configurations. Since the rotational inertia leads to the
effective persistence time tp*, this scaling is achieved by simply
requiring that the inertial time equals the effective persistent time

td B tp*. (6)

Through this analytical argument, we recover the scaling
of the transition line with the rotational inertia, namely

M B (1 + I) and M �
ffiffiffi
I
p

for small and large J/gr, respectively
(see solid black lines in Fig. 1(a)).

Rotational inertia promotes velocity order

The sequences of snapshots (a) - (b) - (c) and (d) - (e) - (f) in
Fig. 2 suggest that the increase of the rotational inertia promotes
also the more recent collective phenomenon observed in active
Brownian particles: the spontaneous emergence of velocity align-
ment and spatial velocity correlations.48,79 The particles in the
dense cluster are colored according to their velocity orientation,
say the angle formed by the particle velocity vi and a reference axis
(say x), and show the emergence of regions where the particles
move in the same direction, despite the absence of any alignment
interaction. The larger is the reduced moment of inertia I, the
larger the size of the region with the same color, until for the larger
values of I (for instance I = 10 and M = 0.05, Fig. 1(g)), velocity
domains have a size comparable with the cluster size.

Spatial velocity correlations, hv(r)�v(0) i/hv2i, are investigated
to quantify this qualitative picture and are reported in Fig. 2(g).
They show an exponential-like behavior with a typical correla-
tion length, l, that increases as I becomes larger, as revealed by
Fig. 2(h). We point out that for I = 10 the agreement is less good
than the case I = 1 for instance. The discrepancy for large r/s is
due to finite size effects, explicitly analyzed in ref. 25 in the case
of circular confining geometry. In agreement with previous
theoretical works originally developed in the context of active
particles in solid configurations,58,63 the spatial profile of hv(r)�
v(0) i calculated in the bulk of the dense cluster reads (see solid
lines in Fig. 2(g)):

hvðrÞ � vð0Þi � e�r=l

r1=2
; (7)

Fig. 1 Phase diagram. Panel (a): phase diagram: reduced mass M = Drm/g (product between inertial time and rotational diffusion coefficient) vs. reduced
moment of inertia I = DrJ/gr (product between rotational time and rotational diffusion coefficient). The yellow region of the phase diagram corresponds to
MIPS configurations while the grey regions to no-MIPS configurations, characterized by an almost homogeneous phase. The distinction between the two
phases is obtained by monitoring the distribution of the local packing fraction: MIPS configurations are achieved when this distribution shows a bimodal
shape. The solid black line has been obtained by the scaling td = m/g B tp*, where tp* scales with J/gr by eqn (5). The colored stars are drawn in
correspondence with the parameters used to plot the snapshots of the configurations in panels (b–e), where the particles outside and inside the cluster are
colored in grey and red, respectively, to clearly distinguish the boundary of the cluster. In particular, panels (b and c) are obtained with M = 0.1 while panels
(d and e) with M = 6 � 10�2. Instead, panels (b and d) are characterized by I = 10�1 while panels (c) and (e) by I = 1. The colored stars also mark the values of
parameters in the snapshots of Fig. 2 (a)–(f). Panels (f and g): schematic illustrations of the competition between bouncing effect and persistence time
leading to the suppression of MIPS, showing the case td c tp* (panel (f)) and td { tp* (panel (g)). Simulations are realized with N = 104, and f = 0.5.
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where l represents the correlation length of the spatial velocity
correlation

l / 3

2

ðt�pÞ2

1þ
t�p
td

vs: (8)

In the case of active liquids, the parameter vs contains the main
dependence on the density and swim velocity v0, being propor-
tional to the bulk modulus (see ref. 61 and 62 for details), while in
the case of active solids vs is purely determined by the local
packing fraction and completely independent of v0.58,63 In the
latter case, v0 only affects the amplitude of eqn (7), i.e. the kinetic
energy of the solid.80 With respect to the original prediction, here,
the expression for l is modified by replacing tp - tp* to account
for the effective persistence time induced by the rotational inertia.

In Fig. 2(h), eqn (8) is compared with the value of l obtained by
numerical simulations. Our prediction (8), obtained by fixing vs to
the case without rotational inertia, qualitatively reproduces the
increase of l with the reduced moment of inertia I but fails
quantitatively because it underestimates its value when I increases.
This suggests that ns has a small monotonic dependence on I that
cannot be easily estimated. Such a dependence occurs because, for
phase-separated configurations, the increase of rotational inertia
increases the local packing fraction of the cluster, and, thus, the
value of l through an effective I-dependent vs.

Coupling between rotational and translational velocity

Despite the first-order qualitative picture of effective persis-
tence time helps to understand the main collective phenomena
of active particles, the increase of the rotational inertia leads
also to peculiar properties absent in the case I - 0. We focus
on the autocorrelation between translational and rotational
velocities, say hv(t)� :n(0)i and its time-reversed h :n(t)�v(0) i.
These observables are plotted in Fig. 3 in two main cases: (i)
non-interacting particles, which approximate the dilute regions

Fig. 2 Spatial velocity correlations. Panels (a)–(f): snapshot configurations for different values of M = Drm/g and I = DrJ/gr. Particles outside the cluster
are colored in grey, while those inside the cluster are colored according to the angle formed by the velocity vector vi and a reference axis x. The colored
stars, drawn in each panel, mark the values of the parameters used for each snapshot configuration (see the phase diagram, Fig. 1). These panels are
obtained with M = 5 � 10�2, 10�1 (from below) and I = 10�1, 1, 10 (from the left), Pe = 50, N = 104, and and f = 0.5. Panel (g): spatial velocity correlation,
hv(r)�v(0)i/hv2i, as a function of r/s, for different values of I =DrJ/gr. Colored points are obtained by simulations while solid lines (colored accordingly)
correspond to the theoretical prediction, eqn (7). Panel (h): correlation length, l, as a function of I. Points come from the numerical simulations and the
solid black lines have been obtained implementing the theoretical prediction, eqn (8). Simulations in panels (g and h) have been obtained with M = 6 �
10�2, Pe = 50, N = 104 and f = 0.5.

Fig. 3 Coupling between translational and rotational inertia. Panels (a)
and (c): autocorrelation hv(t)� :n(0)i for different values of the rotational
inertia, through the reduced moment of inertia I, for a potential-free
particle (panel (a)) and a homogeneous dense phase (panel (c)). Panels
(b and d): autocorrelation h :n(t)�v(0)i for different values of the rotational
inertia I for a potential-free particle (panel (b)) and a homogeneous dense
phase (panel (d)). In panels (a and b), continuous lines come from
numerical simulations, while, in panels (c and d), points are obtained by
numerical simulations and continuous lines are only a guide for the eyes.
Panel (e): schematic time evolution (when the rotational inertia is relevant)
of the velocity vector v(t) (black), the self-propulsion vector n(t) (blue) and
its normal vector on the plane of motion n>(t) (red). For a reference case,
we have fixed o(t) 4 0 so that n(t) and n>(t) rotate anti-clockwise.
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outside the cluster (panels (a) and (b)) and (ii) a dense homo-
geneous case, with packing fraction f of the same order of the
packing fraction reached in a typical cluster phase (panels (c)
and (d)). For I - 0, the angular velocity evolves on a time-scale
faster than the one characterizing the evolution of the transla-
tional velocity and as a consequence, hv(t)� :n(0) i/hv(0)� :n(0) i and
h :n(t)�v(0)i/hv(0)� :n(0)i display time-profiles fast decreasing
towards zero. The two normalized time correlations display
more complex temporal profiles when the reduced moment of
inertia I is increased. h :n(t)�v(0) i/hv(0)� :n(0)i grows in time in a
first time-regime and then decreases slower towards zero as I is
increased (panels (b) and (d)). On the contrary, hv(t)� :n(0)i/hv(0)�
:n(0)i decreases and reaches negative values (smaller as I is
increased), approaches a minimum, and then grows until zero
(panels (a) and (c)). We also point out that in the denser cases
both autocorrelations display a time-profile less pronounced
with respect to the dilute cases. This occurs because the strong
interactions hinder the ability of the particle velocity to align to
the self-propulsion vector by producing an effectively rando-
mizing effect that reduces the cross-correlations.

Our study reveals that rotational and translational degrees of
freedom mix in systems of active matter and, in particular, the
former affects the latter: the angular velocity deeply affects the
translational one. This result has not an equilibrium counterpart:
indeed, for v0 - 0 the equation of motion for v is not coupled to the
one for n and, thus, h :n(t)�v(0) i = 0 and hv(t)� :n(0) i = 0 for all times t.

The shape displayed by the autocorrelations for large I has an
intuitive explanation because we can express :n(t) = o(t)z � n(t) =
o(t)n>(t), where z is the axis normal to the plane of motion and n>

is the vector orthogonal to n again on the plane of motion. As a
consequence, we can express hv(t)� :n(0) i = hv(t)�n>(0)o(0)i and hv(0)�
:n(t) i = hv(0)�n>(t)o(t)i. A schematic representation of the scalar
product involded in these time-correlations is reported in Fig. 3(e),
where the projections of v(t) over :n> (and viceversa) are shown for
different times. By choosing o(0) 4 0 and assuming a large value of
I such that o(t) remains positive until time t, n and n> rotates
counter-clockwise. Here, large means I c 1, so that the rotational
inertial time, J/gr, exceeds the time associated with the rotational
diffusion coefficient, 1/Dr The typical inertial delay due to the
rotational inertia64,65 implies that at the initial time t0 the velocity
v(t0) typically forms an angle 0 o ao p/2 with n. By increasing time,
v(t) tends to align to n(t) and, thus, rotates counterclockwise. As a
consequence, at t = t0 the projection of v(t0) over n>(t0) is negative
and thus, hv(t)� :n(0)io 0, while for successive times the projection of
v(t0) over n>(t0) becomes positive. This argument clearly explains
the non-monotonic behavior observed in Fig. 3(a) and (c). Similarly,
we can understand the increase of hv(0)� :n(t)i: the projection of n>(t)
over v(t0) is always negative and becomes larger in modulus for the
time t 4 t0 when n>(t) has the same direction of v(t0) (we remind
that hv(0)� :n(0)i o 0).

Discussion and conclusions

In conclusion, we have explored the influence of rotational
inertia on collective phenomena in active matter. The standard

scenario of motility induced phase separation (MIPS) is typi-
cally encountered for self-propelled spherical particles with
overdamped Brownian dynamics.43,48,81–83 However, MIPS is
disfavored in a broad range of cases that go beyond this
simple setup. Indeed, anisotropic rod-like particle shapes,84–86

aligning interactions,87–89 circling torques,90,91 hydrodynamic
interactions,85,92 polydispersity70,93 and translational inertia49–52

typically act against MIPS. Contrarily, we have shown here that
rotational inertia favors MIPS by contributing to increasing the
effective persistence time of the particle dynamics. Concomitantly,
this effect enhances the spatial velocity correlations displayed by
dense active systems counteracting its suppression due to transla-
tional inertia.58

We emphasize that this effect is experimentally verifiable for
vibrated granulate particles where mass and moment of inertia
can systematically be changed and tuned. As a consequence,
our study suggests how to design granular active particles to
enhance the typical collective phenomena displayed by micro-
scopic active matter systems. From a theoretical side, the
generalization of approximated methods to the inertial case,
ranging from a modified Maxwell constructions94 to reprodu-
cing the phase diagram and equilibrium-like approaches to
calculate the effective interactions between particles,69,95,96

represents an interesting perspective that could stimulate
further studies.
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Appendix A: details of the numerical
study

Numerical simulations have been realized by rescaling spatial
coordinates by the particle diameter s and time by the persis-
tence time t = 1/Dr We have considered the Euler–Maruyama
algorithm with time-step Dt = 10�5t for a total time Ttot = 102t.
For values of the reduced moment of inertia I Z 1, we have
checked our results also by considering a final time Ttot = 103t,
i.e. a time that is always larger than all the typical time-scales
characterizing the dynamics of the system. In all the cases
showing MIPS, the cluster reaches a steady-state size.

As stated in the main text, we consider N active particles
evolving in a box of size L with periodic boundary conditions,
where L/s = 125 and N = 104, with packing fraction f = 0.5.

In dimensionless units, the dynamics is controlled by sev-
eral dimensionless parameters also mentioned in the text. In
the numerical study, we have evaluated the effect of the two
parameters related to the inertia, i.e. the reduced mass,
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M ¼ Drm

g
, and the reduced moment of inertia, I ¼ DrJ

gr
, in

practice varied by changing m and J at fixed Dr = 1, g = 1 and
gr = 1. The Péclet number is fixed at Pe = v0/(Drs) = 50 (by

chosing v0 = 50), while
ffiffiffiffiffiffi
Tg
p

=ðDr
3=2smÞ ¼ 10�3, by setting the

value of the thermal temperature T appropriately. Finally, we
mention that in the overdamped regime, M - 0 and I - 0, the
system shows MIPS in agreement with previous works.48,77

Details on the numerical analysis in Fig. 2

To calculate the spatial velocity correlation in Fig. 2(g) and (h),
it is necessary to restrict the analysis to the particles that belong
to the cluster of MIPS configuration. This operation is achieved
by implementing the following steps for each snapshot: (i) we
numerically calculate the packing fraction in a square grid to
identify the spatial regions where the cluster is placed (and the
packing fraction is higher). (ii) we select a particle in the high-
density region (belonging to the cluster) and calculate its
neighbors, identified as the particles placed at a distance
smaller than s, i.e. the nominal particle diameter. We repeat
(ii) iteratively for all the neighboring particles of the target one,
until all the particles in the cluster have been identified.
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