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We investigated driven crystal formation events in thin layers of sedimented colloidal particles under
low salt conditions. Using optical microscopy, we observe particles in a thermodynamically stable
colloidal fluid to move radially converging towards cation exchange resin fragments acting as seed
particles. When the local particle concentration has become sufficiently large, subsequently crys-
tallization occurs. Brownian dynamics simulations of a 2D system of purely repulsive point-like
particles exposed to an attractive potential, yield strikingly similar scenarios, and kinetics of accu-
mulation and micro-structure formation. This offers the possibility of flexibly designing and manu-
facturing thin colloidal crystals at controlled positions and thus to obtain specific micro-structures
not accessible by conventional approaches. We further demonstrate that particle motion is correlated
with the existence of a gradient in electrolyte concentration due to the release of electrolyte by the
seeds. © 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.4705393]

I. INTRODUCTION

Many of the properties of crystalline solids are strongly
influenced by the micro-structure of the sample. This micro-
structure is controlled during crystallization by a complex in-
terplay of crystal nucleation, growth, and ripening. For bulk
situations but also for crystal growth from substrates it is
successfully modelled by classical theories and their adapta-
tions to the particular boundary conditions.1 This behaviour
is known well for metals and other atomic substances, but
is also observed in colloidal model systems. Their crystal-
lization has intensely been investigated2 due to the advan-
tages of space and time resolved measurements and tun-
ability of the interparticle interaction.3 Colloidal melts and
crystals are particularly well suited to surpass the restric-
tions for structure, growth kinetics and morphology present
in crystallization from an undercooled melt. Rather, the crys-
tallization scenario is flexibly altered by external influences.
External fields,4, 5 such as electric fields,6–8 optical fields,9

shear forces,10 structured templates,11 or specific confining
geometries,12 have been successfully applied to achieve par-
ticular micro-structures not available from undisturbed bulk
samples.

Experiments were also conducted in confinement to nar-
row slit geometries. Theoretically, crystallization in strictly
2D systems may proceed via a two step process involv-
ing an intermediate hexatic phase rather than by a first or-
der transition involving nucleation and growth.13 Experimen-
tally this possibility is still under discussion,4 mainly due
to the fact that many experimental systems are not strictly
2D. In both situations, 2D and 3D, the main focus so far
was on a control of the crystallite size,14 the competition

between wall-crystal and bulk-crystal formation,15 or crystal
orientation.10, 16

We here report preliminary experimental studies com-
bined with Brownian dynamics simulations aiming at a con-
trolled positioning of heterogeneously nucleated crystals of
predetermined size. We demonstrate experimentally, that po-
sitioning of crystals can be achieved by arbitrarily locating
seed particles which release micro-ions. The charged col-
loidal spheres move in reaction to the formed lateral elec-
trolyte concentration gradients and gravity to accumulate at
the seeds and there subsequently crystallize. Starting from a
thermodynamically stable colloidal fluid, the final crystallite
size is determined by the strength and range of the electrolyte
gradients. Furthermore, the particular seed size and shape
determine whether single-domain or multi-domain crystals
emerge. The experiments reported are at present restricted
to the study of crystal formation at single seeds of some
10 μm size placed on the lower plate in a narrow slit geome-
try. Due to gravity and the use of large colloidal particles this
results in monolayer colloidal fluids and crystals. Our method
of micro-structure control should, however, be applicable also
to 3D situations with many seeds and/or meta-stable col-
loidal shear melts, thus offering the potential to grow large
micro-structured polycrystalline solids with arbitrary crystal-
lite patterns. While the underlying microscopic mechanism
is not unequivocally identified from the crystallization ex-
periments and subsequent additional investigations, the phe-
nomenology of the crystal formation is well reproducible; as
is the confirmation of the observed micro-structures in simu-
lations assuming a convergent solvent flow. In principle, this
offers the future possibility to design extended multi-crystal
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micro-structures based on given experimental flow direction
and strength. The detailed correlation of these flow conditions
to the experimental boundary conditions remains an open
question at present. We, therefore, also present further experi-
ments motivated by earlier findings on particle motion in elec-
trolyte gradients both in the bulk and close to a substrate.17–20

The remainder of the paper is organized as follows. In
the Sec. II A, we first shortly introduce the employed col-
loidal particles, seed particles and the microscopic techniques
in the experimental section. In the Sec. II B, we then explain
the analysis of the microscopically observed crystal growth
by image processing and analysis techniques and present our
results obtained on isolated seed particles. In the Sec. III we
shortly present the employed simulation techniques and then
highlight our results on flow driven crystallization with re-
spect to dependence of the micro-structure on seed size and
shape and the finite final crystallite size. The Sec. IV A com-
pares the obtained results and demonstrates the good qualita-
tive agreement between experimental findings and simulation
results. The Sec. IV B presents the additional measures taken
to explore the underlying mechanism and discusses their re-
sults in the light of previous experimental and theoretical
work. It is demonstrated that crystallization is unequivocally
linked to the application of electrolyte gradients. The result-
ing flow conditions, however, seem to be crucially dependent
on the background electrolyte concentration and the chosen
cell geometry. This discussion part therefore, poses the in-
teresting challenge of clearly discriminating electrophoretic,
chemiphoretic, osmotic, and electro-osmotic contributions to
flow generation in future experiments and their description in
a combined model. Finally a short conclusion is given. The fu-
ture perspective of crystal patterning is shortly touched. Fur-
ther theoretical considerations can be found in the Appendix.
Further photographic material can be found online in the sup-
plemental materials.

II. EXPERIMENTAL SECTION

A. Experiment

In our experiments, we used suspensions of negatively
charged colloidal Polystyrene spheres (diameter 2a = 5.19
± 0.08 μm, Batch No PS/Q-FB1036, Microparticles Berlin
GmbH, Germany) in water. The suspension was prepared at a
bulk volume fraction φ ≈ 8% under strongly deionized con-
ditions in a special tube circuit containing a mixed bed ion
exchanger column.21 Samples were observed in a home-built
microscopy cell with parallel plate geometry which was con-
nected to the conditioning circuit. Care was taken to seal the
cell interior against contamination with airborne carbon diox-
ide and the ion concentration was monitored in situ using an
integrated conductivity measurement cell. The distance be-
tween the opposing flat quartz glass windows was adjusted
by piezo actuators. During conditioning the slit height was
large to allow for fast and efficient homogenization and deion-
ization of the sample. After reducing the ion concentration
to significantly less than 1 μmol/l the pump was stopped
and the horizontal confining cell walls were adjusted to a
typical distance of d ≈ 15 μm for observations on colloidal

FIG. 1. Voids free of particles in a bilayer system (a), 565 × 420 μm2 and
particle accumulation in a monolayer system (b), 360 × 290 μm2 around iso-
lated fragments of ion exchange resins. Similar influences of macroscopic
ion exchange resin objects on sedimented colloidal particles were frequently
observed: Void formation around anion exchange resin (“A-seed”, (c), 1170
× 880 μm2) and accumulation of mobile particles in the circular gap be-
tween a cation exchanger sphere and the quartz substrate (“C-seed”, (d),
720 × 540 μm2).

monolayers crystallizing at small seed particles. The cell was
placed on the stage of an inverted optical scientific micro-
scope (DM-IRBE, Leica, Germany) and observed through
a 20× objective using a standard video camera. The em-
ployed seed particles were small pieces of ion exchange resin
(Amberlite K306, Roth GmbH, Germany) which either were
already present in the cell after escaping from the ion ex-
change column of the circuit or were deliberately added. Their
position was directed by the flow conditions during condition-
ing, but the seeds remained stationary during measurements.
For the experiments with large (700 μm) seed particles larger
cell heights or ion exchange resin seeds placed on a quartz
substrate covered by a drop of suspension were employed.

Fluid monolayers settled under gravity formed within
less than 1 min after stopping the pump. Strong effective inter-
actions between the small ion exchange resin fragments and
the surrounding colloidal particles were observed: In some
cases, voids free of particles formed (cf. Fig. 1(a)). In other
cases, attraction of particles happened leading to accumu-
lation and even to crystallization (cf. Fig. 1(b)), on which
we focus in this paper. Both effects occurred on timescales
of about 5 min. Similar particle depletion and accumulation
effects were frequently observed also at macroscopic anion
(cf. Fig. 1(c)) exchange resin beads (A-seeds) and cation
(cf. Fig. 1(d)) exchange resin beads (C-seeds). In particular,
for the case of cation exchanger, significant convection-like
fluid flow leading to particle accumulation could be traced
under suitable experimental geometries.22

Fig. 2 shows a sequence of optical micrographs of the
same crystal growing from a small seed particle at different
times with time intervals of each 100 s. The Airy-discs of
the particles appear as bright circular dots on a dark back-
ground with strongly increased camera contrast in the phase
contrast mode. The irregularly shaped seed in the image cen-
ter consists of an ion exchange resin fragment of greenish
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FIG. 2. Growth of a three-domain monolayer crystal on a seed at t = 0 s (a), t = 100 s (b), t = 200 s (c), t = 300 s (d), t = 400 s (e), and t = 500 s (f); field
of view: 360 × 290 μm2.

appearance and immobile colloidal particles. In this example,
an almost circular monolayer crystal with triangular struc-
ture is formed. The three domains grow with a steadily de-
creasing radial growth velocity. Recording of frames was
stopped when there were no significant changes in the sys-
tem evident any more. Each new incoming particle arranged
without a noticeable delay time into the crystal. Thus, the
crystal growth velocity was limited by the particle transport.
Except for a few particles already attached to the seed all par-
ticles stayed mobile. At other seed particles, mono-domain
crystals but also crystals with more than one domain were
observed. Typical crystal lattice constants were in the range
dNN ∼ (8.0 ± 0.5) μm, i.e., dNN ∼ 3a, and small crystal dis-
tortions were present. Some of the crystals were noticeably
asymmetric, i.e., not perfectly circular (cf. Fig. 1(b)), and not
well centered around the seed.

Fig. 3 shows particle trajectories corresponding to Fig. 2
in the time interval beginning at t = 120 s and ending at
t = 180 s. The trajectories display mainly a directed radial
motion superimposed by random Brownian motion. A slight
asymmetry in the field of trajectories is visible: Particles at the
right margin display a more pronounced directed motion than
particles at the left margin. This might be due to small local
asymmetries in the confining geometry or the released elec-
trolyte gradient or due to weak large-scale drift currents as
a result of slow mechanical relaxation processes of the setup
components. Significant initial fluid flow resulting from posi-
tioning the confining walls ceased within 1 min.

Experimental observations were qualitatively well repro-
ducible after homogenizing the suspension again by pumping
or by fast vertical movements of the piezo actuators. Both in-
duce strong solvent currents which shear melt existing crys-
talline structures. Without external disturbance crystals were
stable as long as the experimental conditions were stable.
However, the lattice constant shrank by some 10% over about

1 h due to contamination with salt ions screening the interpar-
ticle repulsion.

B. Analysis of crystal growth

For quantitative analysis of the crystallization process
first a standard tracking algorithm23 was applied on the image
sequences. Using the gathered particle positions the six-fold
bond order parameter

p6 =
√

ψ∗
6 ψ6 ≥ 0.9 (1)

with ψ6 = 1
6

∑6
j=1 e6iθj and θ j denoting the angle between

a nearest neighbor bond and a fixed reference axis and the

FIG. 3. Particle trajectories of the same sequence from Fig. 2 between
t = 120 s and t = 180 s. Initially a fast ceasing fluid flow was running from
right to left as a result of positioning the confining walls.
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FIG. 4. Analysis of the experimentally observed three-domain crystal (a),
cf. Fig. 2 and mono-domain crystal (b) each at t = 500 s; crystalline particles
fulfilling the local criteria according to Eqs. (1) and (2) are drawn in red, all
others in black. A few doublets of coagulated particles lead to local defects
in the crystal. (360 × 290 μm2).

relative bond length deviation

b6 = 1

6

6∑
j=1

|lj − l̄|
l̄

≤ 0.1 (2)

with l̄ denoting the average bond length between a particle
and its six nearest neighbors were used for identifying crys-
talline particles.24 Both p6 and b6 were calculated for each
particle individually. Fig. 4 shows the final state of two growth
sequences each after 500 s. Crystalline particles with respect
to formulae (1) and (2) are plotted in red, all others in black.
The poly-domain structure in Fig. 4(a) and the mono-domain
structure in Fig. 4(b) are clearly visible. Further, from image
analysis, also the average nearest neighbor distance of crys-
talline particles of dNN = (7.6 ± 0.3) μm in both cases was
obtained.

The corresponding crystal sizes in terms of crystalline
particle numbers Nc(t) and the effective crystal radii

Rc(t) =
√

Nc(t)/πρc (3)

as a function of time are shown in Figs. 5(a) and 5(b), respec-
tively. Here ρc denotes the area particle number density of the
crystal calculated out of the average nearest neighbor distance
dNN, that both did not change significantly during growth.

Flattening of the curves indicate an exponentially de-
creasing growth velocity, which is explained in detail with a
theoretical model in the Appendix:

Rc(t) = R∞ − R̄e−λt , (4)

FIG. 5. Experimentally observed crystal growth: Number of crystalline par-
ticles Nc(t) (a) and effective crystal radius Rc(t) (b) vs. time t; black curves
correspond to the three-domain crystal (Fig. 4(a)) and red curves correspond
to the mono-domain crystal (Fig. 4(b)). The green dashed line in (b) is an
exponentially saturating fit to the black curve.

where R̄ is a fit parameter and λ the characteristic rate con-
stant. R∞ denotes the saturation radius, which is expected to
set in for large times. An according fit function is drawn in
green in Fig. 5(b).

For the crystallization events presented here the satura-
tion radii amount to R∞ ≈ 95 μm (three-domain crystal) and
R∞ ≈ 80 μm (mono-domain crystal), and the characteristic
time constants amount to λ−1 ≈ 215 s and λ−1 ≈ 200 s, re-
spectively. Those values may later serve for comparison with
results of the theoretical modeling of the system.

III. SIMULATIONS

We performed Brownian dynamics simulations of purely
repulsive point-like particles in two dimensions. We assume
the particles to be confined in a disk and interact via a Yukawa
pair potential25

V (s) = V0
e−κs

κs
(5)
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with s denoting the interparticle separation and κ the in-
verse screening length. The strength of the potential energy
is thereby set by the amplitude V0. Motivated by the experi-
mentally observed convection-like currents22 leading to par-
ticle accumulation at large cation exchanger seeds, we model
the effective attractive trap force in 2D by a stationary radial
flow field of the form:

F0(r) = γ u(r) = −γ
A

r3
r, (6)

where γ is the Stokesian friction coefficient, u the flow ve-
locity at r (relative to the origin with r = |r|), and A a pos-
itive flow amplitude. Herein, we physically assume that the
convective flow is sufficiently weak that accumulated parti-
cles stay confined to the monolayer due to gravity. The in-
verse square distance dependency of the flow is justified by
the incompressibility of the fluid ∇ · u(r) = 0 in three dimen-
sions. The equation for the trajectory ri(t) of colloidal particle
i obeying Brownian motion (neglecting hydrodynamic inter-
actions) after a finite time step δt reads:

ri(t + δt) = ri(t) + D0

kBT
Fi(t)δt + u(ri)δt + δWi , (7)

where D0 = kBT/γ denotes the free diffusion constant, kBT
the thermal energy, and Fi(t) is the total conservative force
acting on particle i stemming from the pair interactions (i.e.,
V (s)) and a repulsive particle-wall interaction due to an outer
circular boundary. The latter is chosen to be a truncated and
shifted 6–12 Lennard-Jones potential confining the particles
within a disk of a large radius R = 900/κ . The third term
on the right hand side of Eq. (7) is merely due to the flow
field, see Eq. (6). Finally, the random displacement δWi is
sampled from a Gaussian distribution with zero mean and
variance 2D0δt (for each Cartesian component) fixed by the
fluctuation-dissipation relation.

In the simulations, the system consists of N = 5000 par-
ticles with an initial overall fluid density ρ f/κ2 ≈ 0.002. We
achieved good qualitative agreement with the experimental
findings for a flow amplitude of Aκ/D0 = 104 and an interac-
tion strength V0/kBT = 5 × 107. The time step is chosen as
δt = 3 × 10−5τ , where τ = 1/(κ2D0). The crystal formation
process strongly depends on the shape of the seed. Seeds were
realized by placing an arbitrarily shaped area of suitable ex-
tension in the disk centre which acted for the particles as hard
core repulsive area. The particles in the first layer are thus
still mobile and may adjust their spacing according to their
mutual interaction. Upon inspecting the experimental data
(cf. Fig. 4), we have considered different typical shapes of
impenetrable seeds. Thereby, differently shaped poly-crystals
grow depending on the seed shape. Representative snapshots
can be found in Fig. 6 for two different shapes of the seed.
About the kite-like shaped seed in Fig. 6(a) we obtained a
three-domain crystal with three grain boundaries. We further
show a second example of a circular seed yielding a mono-
domain crystal with one grain boundary (cf. Fig. 6(b)).

The three-domain crystal as well as the mono-domain
crystal ceased to grow at κR∞ ≈ 340. The three-domain crys-
tal density accounts to ρc/κ2 ≈ 0.0027 at saturation, whereas
the density of the mono-domain crystal is ρc/κ2 ≈ 0.003. The

FIG. 6. Simulation snapshots of a three-domain (a) and a mono-domain crys-
tal (b) each at t = 500τ . The green dots in both illustrations indicate the origin
of the system. The particle flow into the polygonal (a) and spherical (b) area
is prohibited. Analogue to Fig. 4, the red particles are crystalline, the black
ones not. Field of view: 250 × 250/κ2.

number of crystalline particles Nc(t) and the crystal radii Rc(t)
from the simulation data are plotted in Fig. 7, from which we
extract the characteristic decay time of the exponentially sat-
urating crystal growth by fitting Rc(t), see Fig. 7(b). In the
considered time interval (0 < t/τ < 500) the characteristic
time has been determined to be λτ ≈ 5 × 10−3.

IV. DISCUSSION

A. Crystal growth

Our simulations agree qualitatively well with our exper-
imental observations. The main equivalences are the forma-
tion of triangular monolayer crystals, the evolution of dif-
ferent micro-structures on different seeds as well as the ex-
ponentially saturating crystal growth. In addition, they also
clearly show that crystallization follows accumulation by the
imposed flow.

The occurrence of only triangular crystal symmetry in
both experiments and simulations is in agreement with a long-
range attraction that enforces an efficient packing with respect
to potential energy due to the short range particle interactions.
In many cases, there are slight lattice distortions visible that
might be correlated with the local attractive force, but on the

Downloaded 28 Apr 2012 to 134.99.64.150. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions



164505-6 Reinmüller et al. J. Chem. Phys. 136, 164505 (2012)

FIG. 7. Simulated crystalline particle number Nc(t) (a) and effective crys-
tal radii κRc(t) (b) of the three-domain (black curve/circles) and the mono-
domain (red curve/squares) crystals of Figs. 6(a) and 6(b) vs. the reduced time
t/τ . The blue dashed curve in (b) corresponds to an exponentially saturating
fit curve with characteristic decay time λτ ≈ 5 × 10−3.

other hand, those also might occur to reduce stress at domain
boundaries. Significant radial variations of the lattice constant
were not resolved.

Our observations indicate that no nucleation barrier is
present in both simulation and experiment. Therefore, the
number of domains formed depends neither on thermody-
namics nor on nucleation kinetics. Rather, the micro-structure
crucially depends on the seed geometry. Hence, we payed
particular attention to this point in a large number of sim-
ulation runs. Point-like seeds geometrically allow perfect
single-domain crystals that actually occurred in simulations.
Seeds incommensurate with a triangular symmetry-like
squares or irregular forms-induced poly-domain structures
(cf. Fig. 6(a)) in the simulations. By contrast, the experi-
mental seed geometries were rather irregular and not well
specified. Therefore, so far no reliable relation between
seed geometry and resulting morphology can be obtained
experimentally. Seed materials providing the opportunity
of specifically being shaped as an alternative to brittle ion
exchange resins would here be of great advantage.

Further, the exponentially saturating crystal growth is ev-
ident in experiments as well as in simulations, where also sat-
uration sets in for large times (cf. Figs. 5(b) and 7(b)). As
theoretically clearly shown (see the Appendix) this behav-
ior is also the result of a competition between the attractive,

time independent, radially decaying force field, and the inter-
particle repulsion by already crystalline particles. The evalu-
ated saturation radii R∞ of both experiments and simulations
might be biased if too small particle numbers in the system are
used. In this case crystallization stops when no further incom-
ing particles are available. This effect does obviously not in-
fluence our experimental observations since the area particle
number densities of the surrounding fluid (ρf ≈ 0.007/μm2

and ρf ≈ 0.009/μm2 for the three- and the mono-domain
crystal, respectively) do not change significantly during the
crystallization processes. In our simulations, this artifact was
avoided by using particle numbers significantly larger than
that of the saturated crystal.

A quantitative comparison, however, is difficult since two
important experimental parameters, namely, the experimental
inverse screening length κ and the interaction amplitude V0

in the narrow slit between the charged substrates, are prin-
cipally unknown due to presence of substrate counter ions
as well as salt ions set free by the seed. Further, the parti-
cle diffusion coefficient D0 in the surface plane of the sub-
strate is difficult to estimate due to hydrodynamic particle-
wall interactions as well as particle-particle interactions. Still,
good qualitative agreement was obtained using physically
sensible estimates of these values. Using the bulk values
κ = (2.7 ± 0.7)/μm obtained from conductivity measure-
ments and D0,Bulk = 0.085 μm2/s obtained from the Stokes-
Einstein relation together with the experimental values λ and
R∞ extracted from the image sequences, we get λτ = (7.5
± 2.8) × 10−3 and κR∞ = (260 ± 70) for the three-domain
crystal and λτ = (8.1 ± 3.0) × 10−3 and κR∞ = (220 ± 60)
for the mono-domain crystal. Despite the fact that these ex-
perimental values do not perfectly match the simulated values
λτ ≈ 5 × 10−3 and κR∞ ≈ 340, their orders of magnitude are
equal.

Although the particle motion happens in quasi-2D, the
attractive force field (cf. Eq. (6)) was modelled assuming a
velocity field |u(r)| ∝ 1/r2 rather than a field |u(r)| ∝ 1/r .
This is justified since a convection-like solvent flow field will
also under the given experimental conditions have vertical
velocity components. For comparison also simulations us-
ing velocity fields |u(r)| ∝ 1/r were performed. These lead
to similar accumulation and crystallisation scenarios, which,
however, matched the experimental observations less quanti-
tatively. Extremely long-ranged attractions compared to typi-
cal interparticle distances occurred. In summary, it can be said
that here reasonably good qualitative agreement between ex-
periments and simulations is achieved by using an effective,
pure 2D, long-ranged attractive potential for the theoretical
description instead of an explicit hydrodynamic model.

B. Gradient-induced particle transport

The crystallization experiments can be well reproduced
using certain experimental boundary conditions, and, further-
more, the experiments can be qualitatively well modelled by
referring only to the flow field. The details of the underlying
mechanism are, however, still not fully understood. Their ex-
plicit discrimination and theoretical treatment is beyond the
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scope of the present paper and would require monitoring of
micro-ion currents and solvent flow. As this question, never-
theless, is extremely relevant for applications, we here give
a preliminary collection of possibilities for particle transport.
Based on additional experiments we can exclude several of
these and suggest an ion gradient-induced particle transport
as explanation of our observations.

Particle transport may, in principle, be caused by a
direct seed-particle interaction, by a seed-induced gradient of
some kind or by solvent flow. As in all our experiments with
C-seeds, we observe an accumulation of colloidal particles
in the sedimented layer(s), while at A-seeds, we regularly
observed void formation, we may safely exclude thermal
convection due to seed heating under illumination. This
mechanism would change the amplitude of convective flow
in dependence on seed material, but not its sign. Further, we
observed the accumulation also under conditions of very low
initial particle concentration.22 Particles as far away from the
seed as a hundred microns were attracted or repelled imme-
diately after stopping the mixing flow. By this observation,
we can exclude a direct electrostatic attraction or repulsion,
which is strongly screened over these distances even at very
low particle and salt concentration (κ−1 ≤ 1 μm). In addition,
we also may exclude gradients in particle-particle interaction.
Particles far away from the C-seed are non-interacting under
these conditions. Accumulated particles are interacting with
a strong repulsion. Therefore, the direct particle-particle
interaction would tend to push the accumulated particles
outward. This argument also holds for the A-seeds, where
the osmotic pressure in the bulk will tend to refill any
void.

In all our experiments at large cell heights or without
upper confining wall we observed the formation of annular
currents.22 In particular, directly above large C-seeds we ob-
served colloidal particles with a pronounced upward parti-
cle motion. For large seeds the currents often were too fast
to allow for crystallization. As a general trend, the convec-
tion diminished with decreasing seed size. For cell heights
below 30 μm (limiting the seed size to less than 30 μm)
convection was not demonstrable, as the presumably present
current became too weak, to lift our large colloidal particles
from their monolayer. A demonstration would be possible
with much smaller particles not subject to gravitational set-
tling. These would become traceable using image correlation
velocimetry,26 which is currently under development in our
group.

Recently, Ibele et al.20 reported similar particle depletion
and/or accumulation effects, although without order forma-
tion. Using different chemicals in detail, they especially have
observed the formation of both “schools” and voids of col-
loidal tracer particles around seeds on a substrate. Based on
analytical calculations by Anderson and Prieve17–19 they iden-
tify as physical origin different concentration profiles of pos-
itive and negative ions released by the seeds.

To test the presence of ion concentration gradients we
used pH-indicator liquids together with isolated pieces of
resins. Significant characteristic color changes close to the
resins were observed after minutes (cf. Fig. 8). Both types of
resin (Amberlite K306, Roth GmbH, Germany) release large

FIG. 8. Color change of pH-indicator liquid close to isolated pieces of ion
exchange resin on a glass microscopy slide: Acidic color change at cation
exchange resins (yellow, pH 
 4) and basic color change at anion exchange
resins (blue, pH ≥ 8) occurred within 5 min.

amounts of their activator elctrolytes. Those are hydrochloric
acid (HCl) and sodium hydroxide (NaOH) for C-seeds and
A-seeds, respectively. According to the observed color
changes we find a change of electrolyte concentration of about
2–3 orders of magnitude over distances of a few mm.

According to Anderson et al.,17–19 a gradient of elec-
trolyte concentration is inevitably coupled to the existence
of local electric fields. This is due to the different micro-
ionic diffusivities creating a space charge region of ex-
tension O(κ), with the faster micro-ion drifting ahead and
determining the field direction. The field strength is deter-
mined by the diffusivity difference and the local average con-
centration. Charged colloidal particles will react both to the
gradient itself (drifting upward due to the entropy of mixing)
and the field. Their electrophoretic reaction to the field de-
pends on their charge sign and the field direction. In the case
of HCl released by a C-seed, H+ has a significantly larger bulk
diffusion coefficient than Cl− (D(H+) = 9.3 × 10−5 cm2/s
and D(Cl−) = 2.0 × 10−5 cm2/s at infinite dilution at 25 ◦C).
Negatively charged particles in such a gradient, where the pro-
ton is ahead and the field is directed towards the large concen-
tration region, will show an electrophoretic drift against the
gradient. Both effects superimpose and the resulting so-called
diffusiophoretic drift velocity and direction can be estimated
analytically for κa > 1 or have to be calculated numerically
for smaller values of κa.17, 18

The local fields will further interact with the electrical
double layer (EDL) of the cell walls.20 Again two points have

Downloaded 28 Apr 2012 to 134.99.64.150. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions



164505-8 Reinmüller et al. J. Chem. Phys. 136, 164505 (2012)

to be considered. First, the imposed electrolyte gradient su-
perimposes with the concentration profile of the wall-EDL.
A lateral difference in osmotic pressure within the EDL re-
sults. This will induce an osmotic flow of solvent volume el-
ements of the EDL directed along the wall towards smaller
electrolyte concentrations. Second, for a negatively charged
wall, the EDL contains dominantly cationic species. Volume
elements of the solvent within the EDL hence carry a space
charge and will be accelerated by the local, gradient-induced
field. Similarly to the electro-osmotic effect of solvent flow
along a charged wall under the influence of an externally ap-
plied field, this reaction of the solvent to the local gradient-
induced fields results in a macroscopic flow along the cell
wall. For the example of a C-seed lying on the quartz wall,
the direction of the electro-osmotic flow is towards the seed.
Both osmotic and electro-osmotic effects superimpose. Due
to the incompressibility of the solvent an annular convection
pattern has to evolve either with the formation of a centrosym-
metric depletion zone or with an upward flow in the centre of
the convergent flow. For the case of an A-seed osmotic and
electro-osmotic effects will drive the solvent outward. For a
C-seed both effects compete. According to our experimen-
tal observations, however, we find that the electro-osmotic
term dominates at least for large C-seeds. The flow induced
by C-seed released gradients22 or other kinds of gradients20

may even become strong and fast enough to prevent order
formation.

Combining our experimental observations with the theo-
retical considerations we unequivocally identify the presence
of an electrolyte gradient to be the cause of the particle trans-
port. The involved mechanism for large C-seeds is convective
and thus dominated by the convergent electro-osmotic solvent
flow. Crystallization is possible, once the local particle num-
ber density exceeds the salt concentration dependent freez-
ing density and the local shear forces are small enough. We
qualitatively sketch the field generating electrolyte gradients
around a cation exchange resin particle in Fig. 9(a). Fig. 9(b)
exemplarily shows the resulting laterally converging, electro-
osmotically-induced fluid flow for the case of a large C-seed.
Due to mass conservation the geometry of this flow field en-
forces an upwards directed vertical flow in the convergence
region, i.e., at the seed position. For suitable combinations
of particle mass density and current strength, the sedimented
colloidal particles are dragged along towards the resin frag-
ment, but cannot follow the upward flow due to the presence
of gravity.

For smaller seeds the cause of particle transport is also
given by the presence of an electrolyte gradient. The in-
volved mechanisms could, however, not be discriminated
from the present experiments. We anticipate that a dominance
of electro-osmotic currents is still present, but, in particular
for an additional upper wall present and small cell heights also
significantly altered flow patterns or even a suppression of
convective flow could in principle occur. In that case the other
mechanisms would gain importance. In principle, an attrac-
tion may even occur for the case of a small A-seed, when the
inward diffusiophoretic particle motion exceeds an outward
electro-osmotic solvent flow. Fortunately, for the qualitative
comparison between experimental observations and simula-

FIG. 9. Qualitative sketch of the electro-osmotic mechanism: (a) Spatial pro-
files of H+ and Cl− ion concentrations c (red and blue curve, respectively)
vs. distance r from a C-seed (brown) releasing HCl; a balancing electric field
E arises that drives the mobile counter ions (plus-signs) within the diffuse
part of the electrical double-layer of the substrate (grey bar; immobile sub-
strate surface charges are indicated by minus-signs). (b) Sketch of the electro-
osmotically driven flow (blue arrows) inducing accumulation of colloidal par-
ticles (orange) next to the seed (brown).

tions using an attractive potential the details of the actual
mechanisms do not play a crucial role. Rather, we have shown
that whenever there is some kind of particle accumulation en-
hancing the local particle concentration beyond the threshold
density, crystallization occurs.

V. CONCLUSION

In this paper we investigated driven colloidal crys-
tallization by complementary experimental and theoretical
approaches. Quasi-2D transport, accumulation, and crystal
structure formation in a colloidal monolayer were experimen-
tally induced using locally applied ion concentration gradi-
ent fields around cation exchange resin seed objects in slit
confinement. Qualitatively equivalent results were obtained
by Brownian dynamics simulations using a long-ranged trap-
ping potential in 2D and competitive interparticle repulsion.
While we have presented strong evidence for a dominance of
electro-osmotic currents in the case of large seeds, the detailed
weighting of the different particle transport mechanisms pos-
sibly involved remains to be clarified in future experiments.
For each given experimental boundary condition we actually
expect a complex scenario which poses a number of interest-
ing questions to theory and engineering. Electrolyte gradient-
induced mechanisms may also be considered as a possible ex-
planation for anomalous colloidal high density crystals and
void structures reported previously.29

The observed driven crystallization process has, to our
knowledge, not been described in detail before. The pioneer-
ing work of Hachisu,27 who reported the very existence of
crystals grown at ion exchange resin beads has, in fact, not
been followed by further investigations to observe the crystal
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formation kinetics. Nor have there been attempts to study
the involved transport mechanisms. Similar observations of
crystal formation at sedimented ion exchange resin beads
rather have occasionally been mistaken as equilibrium
phenomena.28 Hence, our observations are innovative and
may provide a novel, flexible method for designing and
manipulating spatial distribution and morphology of thin
colloidal crystals in fluid dispersion media. Conventional
homogeneous and heterogeneous bulk crystallization provide
no control of crystallite position and morphology, and
fabrication of patterned substrates to induce a particular wall
crystal growth pattern is (at least) tedious. Efficient modeling
together with the experimental feasibility of flexibly manu-
facturing seeds, however, would provide the opportunity of
designing specific crystalline material. It is conceivable that
a printing process can be used to flexibly fabricate substrates,
e.g., by soft lithography or just by jet printing. Therefore,
it will be necessary to fabricate appropriate seed materials,
e.g., a polymeric or gelling matrix that can flexibly be
imprinted onto a substrate, where it releases appropriate ionic
solutes slowly, and possibly even under external control. The
simulations presented above on the other side reproduced the
experimental findings for the given boundary conditions re-
markably well. This shows in principle, that they will become
very useful in designing appropriate seed distributions en-
forcing desired crystal micro-structures. Apart from industrial
relevance for the fabrication of textured iridescent coatings or
photonic materials in general, we further anticipate possible
uses of such combined approaches for fundamental studies,
e.g., to obtain monodisperse grain sizes in polycrystalline
materials or well defined multiple grain boundaries.
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APPENDIX: THEORY OF CRYSTAL
GROWTH BEHAVIOR

Here, we furthermore develop a simple theory to charac-
terize the crystal growth behavior. We model the system with
a coarse-grained one-particle density fluid ρ(r, t) around the
origin of the trap where the initial condition ρ(r, t = 0) = ρ f

is imposed. Due to the external trap force we assume a crys-
tallite of radius Rc(t) to be formed at a density ρc > ρ f around
the origin. According to the repulsive interparticle force and
the decay of the trap force with distance, the growth is sup-
posed to stop after a while. The size of the crystallite can be
predicted by applying the continuity equation at the boundary
of the crystallite. We here consider the crystallite as a hemi-
sphere (3d) located at the seed. For the number of crystalline
particles in the crystallite, Nc(t), we have

Ṅc = ρc

d

dt

(
2

3
πR3

c (t)

)
= 2πρcR

2
c (t)Ṙc(t). (A1)

On the other hand, this must be balanced by the flux of in-
coming particles, j (Rc(t)) = ρf

F (Rc(t))
γ

, leading to

Ṅc = −2πR2
c (t)ρf

F (Rc(t))

γ
, (A2)

where F(r) is the total force acting on the particles

F (r) = F0(r) + F1(r), (A3)

which stems from (i) the attractive force from the external trap
(F0 = |F0|, cf. Eq. (6)) and (ii) the repulsive force from the in-
ner crystallite particles F1. The latter can be approximated in
the mean-field theory leading to a distance independent force.
Detailed calculations with a cutoff a = ρ

−1/3
f in the interac-

tion range lead to

F1 = πV0(ρc − ρf )
1

2κ2
e−κa(2 + κa), (A4)

Equating Eqs. (A1) and (A2) yields

Ṙc = ρf

ρc

(
A

R2
c (t)

− F1

γ

)
. (A5)

For t → ∞, Rc will approach its equilibrium (static) value

R∞ = Rc(t → ∞) =
(

Aγ

F1

)1/2

. (A6)

For large time, Eq. (A5) can be linearized to yield

d

dt
(R∞ − Rc(t)) = (R∞ − Rc(t))

2Aρf

R3∞ρc

(A7)

with the solution

R∞ − Rc(t) = R̄e−λt , (A8)

where R̄ denotes a fit parameter and τ = 1/λ = R3
∞ρc/2Aρf

the associated decay time. Eq. (A8) implies that the approach
towards R∞ is exponential in time as found in the experiment
and simulation, see Figs. 5(b) and 7(b). The saturation radius
has been calculated with Eq. (A6) to κR∞ ≈ 330 that shows
a good agreement between the theory and simulation, too.
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