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A simulation study was made of the effects of strong electric fields on the morphology of a Nafion®-like
ionomer at various levels of hydration. The results of united-atom molecular-dynamics computations showed a
self-organization of the side chain terminal groups into cylindrical clusters. The walls of these clusters contain
the sulfonate dipoles, while the interior holds the majority of the water molecules. These cylindrical structures
then align to form an hexatic array aligned along the direction of the applied electric field. The hexatic
morphology persists after the removal of the field. A calculation by means of the Kirkwood coupling parameter
method shows the Helmholtz free energy of the hexatic morphology of the poled membrane to be lower than
that of the initial isotropic material, even in the absence of the applied field.
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I. INTRODUCTION

Ionomers are used as a gas separator and as conducting
material in polymer electrolyte membrane �PEM� devices
such as fuel cells �1�. The proton conductivity of a PEM
depends on the partial microphase separation of the hydrated
membrane into hydrophilic and hydrophobic regions, and the
diffusivity of dissociated protons in the hydrophilic domains.
Nafion® has been the ionomer most extensively studied, and
is considered a good starting point for the development of
next-generation polymer electrolytes. Its hydrophobic poly-
tetrafluoroethylene �PTFE� backbone supports fluorinated
pendant side chains that are terminated by strongly acidic
hydrophilic head groups. The complex diblock copolymeric
structure of Nafion facilitates phase segregation in the pres-
ence of water. Under equilibrium conditions the terminal
groups of the side chains form clusters or larger aggregates
interconnected by channels. The geometry of the hydrophilic
region is very important for effective operation of a fuel cell,
as it is the domain where the protons collectively diffuse
from the anode to the cathode.

X-ray scattering studies initially led to a model for the
internal morphology of the membrane based on a hydrophilic
region consisting of clusters of ionic groups in a reverse
micellar structure connected by small channels �2,3�. This
model was studied in a number of theoretical investigations
for the microphase separation in PEM membranes �3,4�.
While the reverse micellar model was accepted through
much of the 1990s, later small-angle neutron scattering and
small-angle x-ray studies led to a different model consisting
of fibrillar aggregates of hydrophobic polymer with the hy-
drophilic side chains protruding radially outward �5–9�.
These hydrophilic regions then constitute irregular channels
that can grow or shrink depending on the water content. An
alternative model of water channels inside cylindrically in-

verted micelles was proposed in Ref. �10�. While the Eisen-
berg model �4� proposes channels connecting hydrophilic re-
gions as an ad hoc addition to explain the conduction of
protons through the membrane, the fibrillar model �5� and
the inverted cylinder model �10� unambiguously result in the
existence of channels. Recent molecular-dynamics �MD�
simulations of the structure of Nafion have provided addi-
tional support for a random structure of interconnected chan-
nels �11,12�.

The conductivity of ionomers depends strongly on the ex-
istence of a continuous hydrophilic pathway in the mem-
brane, and there are on-going efforts to increase the ionomer
conductivity by initiating an artificial ordering in its struc-
ture. In Ref. �13�, a polymer electrolyte was confined in
nanopores in a PTFE plate. The authors showed that the
conductivity perpendicular to the membrane surface in-
creased as the pore size became smaller. In the smaller pores,
the backbone of the polymer electrolyte tended to be parallel
to the cylinder surface of the nanopore. Although no infor-
mation was available for the side chain orientation in the
polymer electrolyte used in Ref. �13�, it was assumed that
alignment in the backbone affects the clusterings of side
chains, and thus facilitates proton transfer along the pore
axis.

In Ref. �14�, a polymer electrolyte was embedded with
ion-exchange particles randomly distributed in the polymer
matrix. It was found that the application of an alternating
electric field during curing of the polymeric matrix resulted
in the agglomeration of the added particles in long linear
chains extending across the membrane. As a result, the per-
colation threshold for ion conductance was reduced to be
only 0.2–0.3 of its value in membranes with randomly dis-
tributed particles. The aligned particles, together with the
hydrophilic part of polymer electrolyte, form an efficient
pathway for protons.
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Lin and co-workers �15� investigated the morphological
changes that occur when Nafion is poled in a strong electric
field. In order to decrease the backbone viscosity and in-
crease the flexibility of the side chains, the poling was per-
formed on solvent-cast Nafion at temperatures above its
glass transition Tg. When the membrane was quenched back
to room temperature it retained induced cylindrical aggre-
gates of sulfonates. In Refs. �16,17� it was shown that the
poling of Nafion at the membrane-electrode interface above
Tg can lead to the formation of chains of carbon-black par-
ticles perpendicular to the membrane surface. This is a route
to forming improved electrodes for fuel cells.

These promising experimental results suggest the need for
simulation studies that might throw light on the microscopic
processes involved in these morphological changes. Unfortu-
nately, direct MD simulations of large systems including wa-
ter evaporation and membrane annealing procedures is be-
yond the reach of current MD techniques. An alternative path
is a route where the temperature, water content, and system
volume are kept constant, but in which the strength of the
applied field is increased beyond the typical values achiev-
able in experiments. The high fields reduce the activation
barrier for molecular motion, and have an effect on Arrhen-
ius factors similar to that of the increase in temperature that
occurs during annealing.

This paper is an extension of our previous paper �18� in
which MD simulations with implicit solvent were used to
investigate nanophase separation in PEM materials under
nonequilibrium conditions. In Ref. �18�, we demonstrated the
advantages of using external fields for inducing ordered mor-
phological changes in PEM membranes. Our findings con-
cerned morphological changes in poled Nafion-like iono-
mers: in particular, self-organization is found of the terminal
groups into cylindrical clusters that resemble the inverted
cylinders proposed in Ref. �10�. In the current, more exten-
sive study we treat the absorbed solvent molecules explicitly
and analyze the stability of induced structures for three dif-
ferent levels of membrane hydration. We again find hexatic
ordering of hydrophilic cylinders in the plane perpendicular
to the applied field, and thus show this phenomenon to be to
some extent model independent. We extend our study by
investigating the reasons that this structure remains in exis-
tence when the external field is removed. A free-energy
analysis for hydrated membranes with explicit water con-
firms that the poled membrane structure is more stable than
the initial membrane was prior to the poling treatment. The
induced agglomeration of hydrophilic head groups, water
molecules and protons into long rods reduces drastically the
percolation threshold for ion conductance �15�. Thus the for-
mation of rodlike ordered structures in ionomers can be as-
sumed as an initial step in the development of PEM mem-
branes with reduced water content and with a low
percolation threshold.

The paper is organized as follows. In Sec. II we discuss
the concept of a drift current in PEM membranes under fuel-
cell conditions for conductivity measurements. Our united-
atom model and simulation details are outlined in Sec. III.
Section IV is devoted to simulation results, where we discuss
the membrane characteristics under equilibrium and non-
equilibrium conditions, morphological changes induced by

an applied electric field, and the diffusion of protons. Our
free-energy calculations for different membrane morpholo-
gies are included in Sec. V. We conclude in Sec. VI.

II. PRACTICALITIES OF PEM MEMBRANE USE

In fuel-cell operation, the anode and cathode are fed by
H2 and O2 gases. The protons, a product of the catalytic
splitting of hydrogen on the anodic side, gradually accumu-
late at the anode-membrane interface. From there they make
reversible transitions into the electrolyte across the so-called
inner or Stern layer, which extends a short distance �less than
a nanometer� from the electrode surface �19� and develops
strong fields, E�106–107 kV /m. The charge density at the
edge of the inner layer depends on the current demand and
the influx rate of hydrogen. A net flow of protons through the
membrane is driven by the departure of the concentrations of
protons on each side of the inner layer from their equilibrium
values �20� and by the gradient ���r� in the electrostatic
potential within the inner layer. The last term also acts on the
membrane charges and water molecules absorbed by the
membrane. Beyond the inner layer lies the diffuse layer, in
which the current of protons is determined self-consistently
by the gradients in proton density and electrostatic potential.
Within the diffuse layer, the concentration gradient decreases
rapidly with distance from the electrode with a decay length
that is typically a few nanometers �21�, and which depends
on the ambient temperature T and the sulfonate concentration
nS. Beyond the diffuse layer the concentration gradient of
protons is small �21� and so the concentration of protons
differs little from the concentration of sulfonates nS. In
this region the electrostatic field in the bulk polymer,
E=−���r�, is roughly constant �22�, and generates a drift
current of protons j� through the membrane. The consequent
voltage drop across the electrolyte reduces the potential dif-
ference at the electrodes from its maximal value of about 1.1
V for thin Nafion films.

Because we are attempting to predict proton conductivi-
ties in PEM materials, it is relevant to consider the methods
used to determine this property. The scalar conductivity � is
defined by the relationship

j� = �E� , �1�

which relates the electrical current density j� to the applied
field E� . This field can be either constant or alternating �23�
and the phenomenon of electro-osmotic drag of water mol-
ecules can contribute to the frequency dependence of �
�24,25�. In computer simulations, the membrane conductivity
� is calculated using nonequilibrium molecular-dynamics
�NEMD� techniques. In these studies, an electric field is ap-
plied to a sample subject to periodic boundary conditions and
the resulting current of protons is analyzed. A constant field
is used, as the effects that lead to frequency variation of the
conductivity at megahertz frequencies are not relevant to
simulations that span a time range of the order of nanosec-
onds.

In our simulations, the proton current density j� is evalu-
ated as
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j� = �1/V��
i=1

NS

qiv� i,z. �2�

Here vi,z is the component of the velocity of the i-th ion
along the z axis of the simulation box, which is the direction
of the applied field, NS is the total number of protons in the
simulated system, V is the system volume, and q is the
charge of the proton. The conductivity � of the membrane is
then found by combining Eqs. �1� and �2�.

III. SIMULATION DETAILS

We employ an atomistic approach for a Nafion-like iono-
mer in the framework of the united-atom representation for
the CF2 and CF3 groups �26,27�, for the sulfur atom S and
for the oxygen group O3 of sulfonates �28�. All united-atom
groups are modeled as Lennard-Jones �LJ� monomers having
a diameter �=0.35 nm and an interaction parameter �LJ
=0.2 kcal /mol. The hydrophilicity and hydrophobicity of in-
teractions between united-atom groups are modeled using LJ
potentials with modified attractive and repulsive parts �28�.
Our approach differs from the mesoscale approximation in
which the entire side chain is replaced by a single large hy-
drophilic blob �12,29–31�. While that drastic approximation
made it possible to simulate very large systems, the results
obtained are not characteristic of most ionomers. In particu-
lar, the diffusion of particles through the membrane is not
well represented �32�.

In our model, schematically illustrated in Fig. 1, there are
nine united-atom monomers per side chain, with the first
seven of them being hydrophobic. The last two units, which
represent the sulfonate group, are hydrophilic �33�. The
charge distribution adopted for the side chains is to place a
charge of +1.1e on each sulfur atom �with e the positive
charge of a proton� and a charge of −2.1e on each unit rep-
resenting a group of three oxygen atoms, such that the total
charge of a single sulfonate head group SO3

− is −e. The par-
tial charges for the remaining side chain monomers and fluo-
rocarbon groups of the backbone skeleton are set to zero.
The hydrogen ions H+ are considered as units of charge +e
and size �=0.35 nm, interacting electrostatically with the
charged monomers of the membrane and the absorbed water.
The water molecules were simulated using the TIP3P liquid
model �34�. The total interaction potential in the membrane

is a combination of electrostatic Coulomb interactions be-
tween charged pairs and the 12–6 LJ interactions between all
monomers. The ionomer constituents are additionally sub-
jected to stretching, bending, and dihedral forces. The force
field implemented, details of which are given elsewhere �35�,
agrees in most instances with the Nafion model of Paddison
�33�.

Simulation runs were carried out for three different hydra-
tion levels, characterized by values of �=1, 3, and 5, with �
defined as the number of water molecules per sulfonate
group in the membrane. The total simulated system consisted
of NS side chain segments, each terminating in the sulfonate
dipole, attached to a long backbone chain, Np=NS protons,
and �NS water molecules, each consisting of three charged
particles. The total number of charged particles in the simu-
lation box was thus 3��+1�NS. For the case of NS=1000,
considered in this work, there were 18 000 charged particles
in the simulation box for the hydrated membrane with �=5.
The rest of the total 44 600 monomers represented the hy-
drophobic segments of the side chains and backbone of the
membrane. There were on average 19 backbone monomers
between adjacent side chains. There was a random distribu-
tion of side chains along the backbone of the membrane,
with a lower limit of 14 backbone monomers and an upper
limit of 24 backbone monomers between adjacent side
chains. We note that, unlike the case of all-atomistic simula-
tions, which are usually limited to systems containing only a
few separate Nafion oligomers with a handful of side chains
�26,36,37�, in our simulations the backbone is a very long
chain with about a thousand attached side chains.

The numerical part of our study consists of three series of
production runs. In the first series, a PEM membrane is cre-
ated and subsequently equilibrated in runs of 100 ps duration
at constant volume and temperature. The necessary statistics
on the membrane structure and its dynamics were gathered
during the following 5 ns. For the second series of runs we
imposed an external electric field on the membrane along its
z direction. This poling field acted on the head-group mono-
mers of the side chains, on the water molecules, and on the
protons in the membrane. During the following 5–10 ns, a
change in membrane morphology was generally observed to
occur. This morphology gradually reached a steady state, as
monitored by the calculation of the potential energy of the
ionomer. Once the drift currents of protons and water mol-
ecules through the membrane had been stabilized, we gath-
ered statistics during the next 5 ns. In the third series of
simulations, we removed the poling E field from the mem-
brane and ran until the entire system reached a steady state.
Relaxation from the field-induced morphology back to a
field-free equilibrium appeared rapid, typically taking only a
couple of nanoseconds. Then, during the following 5 ns, we
investigated the statistical and dynamical properties of the
relaxed, poled ionomer.

Upon completion of these simulations, we compared the
morphology and conductivity of the initial membrane with
those of the poled material. In the following account, we
refer to the unpoled initial material as membrane I, the mem-
brane in the presence of the poling field as membrane II, and
the relaxed membrane after removal of the field as mem-
brane III. During all the runs, the simulated system was

FIG. 1. �Color online� This figure shows a representation of the
ionomer model used in the united-atom molecular-dynamics simu-
lations. The shaded particles are electrostatically neutral and hydro-
phobic, while the unshaded particles with inscribed letters �S for the
sulfur atom and O3 for the oxygen group� are charged and hydro-
philic. There are nine united-atom monomers per side chain, 18
backbone monomers per repeat unit, and 1000 repeat units in the
simulation box.
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coupled to a Langevin thermostat with a friction coefficient
�=2 ps−1 and a Gaussian white-noise force of strength
6kBT�. In the NEMD simulations of the membrane in the
poling field, we used friction coefficients in the range of
2 ps−1���5 ps−1 for protons and head groups to keep
their temperature constant. The equations of motion were
integrated using the velocity Verlet algorithm with a time
step of 0.5 fs. The time step was halved for strong-field
simulations. Standard periodic boundary conditions were im-
posed on the system by filling space with translational repli-
cas of the fundamental cell. The long-range electrostatic in-
teractions were handled using the standard Lekner
summation algorithm �38�.

IV. SIMULATION RESULTS

In this section, we present the results for membranes I, II,
and III, and also analyze the extent to which the morpholo-
gies attained depend on the level, �, of hydration. In order to
accelerate the approach to a local equilibrium of the initial
membrane, we temporarily detached the side chains from the
backbone skeleton �39� and cut the backbone into 14-
monomer segments �40�. After equilibrating runs of 50 ps,
the polymer was reassembled and equilibrated with another
100 ps run �18,35�. Statistically averaged quantities were
gathered during the following 5–10 ns. The ionomer under-
goes a partial phase separation on the nanometer scale into a
polymer phase consisting of backbone with pendant side
chains and a hydrophilic phase formed by loosely connected
clusters of the sulfonate head groups.

A. Hydrated membrane in equilibrium (membrane I)

A typical example of an equilibrated, hydrated membrane
with a water content �=5 is shown in Fig. 2. The sulfonates,
shown as spheres, assemble to form multiplets and clusters
of different shapes and sizes. The network of interconnected
clusters creates a continuous hydrophilic phase, as expected
from the experimental �41–43� and theoretical �12� evidence
that the percolation limit for Nafion occurs at �=2–3. The
coexisting hydrophobic polymer phase is formed by the
backbone matrix of the membrane and the hydrophobic parts
of the pendant side chains.

To characterize the morphologies of the ionomers simu-
lated, we noted the locations of the sulfur atoms that form
part of the sulfonate groups. The more numerous water mol-
ecules and the protons are found in association with the sul-
fonates, and so can be assumed to lie in similarly shaped
regions. We find the sulfonates to gather in multiplets of
around 10–20 units and that these multiplets in turn form
hydrophilic clusters in structures whose character changed
with the amount of water present. Calculated sulfur-sulfur
pair-correlation functions gSS�r� for different � are presented
in Fig. 3. The peaks in gSS�r� are a convenient measure of the
underlying correlation between the head-group positions. It
is evident that the strength of spatial correlations between
sulfonates depends on the hydration parameter �, with the
most pronounced correlations occurring at low water con-
tents. This trend is a direct consequence of the strong screen-

ing of the Coulomb interactions by the water in the mem-
brane. Our results for gSS�r� are in good qualitative
agreement with the results of atomistic simulations of Refs.
�11,37� and the united-atom simulation results of Ref. �44�.
We consider the multiplet as being the smallest building
block for the clusters of head groups. The size of a single
multiplet is about 3�, or 1 nm, the distance at which the
function gSS�r� drops down to unity for �=1. A detailed in-
spection of Fig. 3 reveals that the positions of the maxima of
gSS�r�, and hence the multiplet size, do not change noticeably
when � increases from 1 to 5. However, the concentration of
head groups inside the multiplets decreases when � in-
creases. The released head groups then make connections, in

FIG. 2. �Color online� A typical snapshot of the simulated
Nafion-like ionomer with a water content �=5. Spheres represent
the end-group oxygen atoms of side chains. The pendant side chains
and backbone chains are drawn by lines �in blue and red corre-
spondingly in online version�. Different bead colors correspond to
different bead altitudes, with a blue �dark in grayscale� used for
low-altitude beads �at the bottom of simulation box� and a yellow
�gray in grayscale� used for high-altitude beads �at the top of simu-
lation box�. The size of all structural elements is schematic rather
than space filling. The box size is 11 nm.
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FIG. 3. �Color online� Sulfur-sulfur pair-correlation function
gSS�r� for membrane I. Three different water contents: �=1: dot-
dashed line, �=3: dashed line, and �=5: full line.
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the form of hydrophilic bridges between the multiplets. Such
restructuring in the hydrophilic subsystem of the membrane
upon absorption of water can be explained in the following
manner. At the low value of �=1, the multiplets mostly have
spherical shapes and are irregularly scattered in the backbone
matrix. At the higher value of �=5, the multiplet-water mix-
tures swell and deform into elongated shapes. There is not
only a deformation of the swollen cluster, but also a gradual
replacement of multiplet sulfonates by water molecules. This
effect is seen in Fig. 3 as the lowering of the height of the
first peak position of gSS�r� when the water content � in-
creases from 1 to 5.

The added water does not only change the internal struc-
ture of the clusters, but also alters the proton distribution
around individual sulfonates. In a highly hydrated mem-
brane, the protons are loosely bound to host sulfonates as a
consequence of their strong affinity to water molecules �37�.

The oxygen-proton pair distribution function gOH�r� for
side chain oxygens and proton counterions is plotted in
Fig. 4. The first maximum of gOH�r� at r�1.1� �0.39 nm�
corresponds to strongly bound, and thus virtually immobile
protons. The area of the distinct second peak of gOH�r�
comprises both protons bound to the neighboring oxygens
and the unbound protons when �	1. The splitting of
the second peak of gOH�r� is apparently related to the
release of unbound protons in hydrated ionomers. The
number of unbound protons can be determined as the dif-
ference between the total number of protons inside a single
cluster, np

c, and the total number of protons close to
sulfonates inside the same cluster, np

s . The parameter np
c

can be estimated from the integration of gSS�r� through
the relation np

c = �NS /V��r=0
r=1.4 nm4
r2gSS�r�dr. Then np

s =np
c

� �NS /V��r=0
r=0.4 nm4
r2gOH�r�dr. In doing so we found that:

for the case �=1 all np
c =17 protons are bound to sulfonates;

for the case �=3 there are two unbound protons out of np
c

=12 protons; and finally, for the case �=5 there are four
unbound protons out of np

c =10 protons. Thus, the fraction of
loosely bound protons increases when more water is ab-

sorbed, in agreement with the results of the numerical studies
of Ref. �44�.

Simulation results for absorbed water, not shown here,
indicate that for ��3 most of the water molecules are bound
to sulfonates. Starting from �=3, an increasing number of
water molecules gather together inside hydrophilic clusters
and show bulklike properties, in agreement with previous
studies on the percolation limit for hydrophilic domains
�42,45,46�.

B. Hydrated membrane in an applied electric field
(membrane II)

This subsection is devoted to the morphological changes
induced in membrane I by the action of a uniform electric
field. In each case, we observe the system until it reaches a
steady state, with no further changes in morphology. Such
states do not necessarily represent a local or metastable equi-
librium, as dissipative processes are still occurring as proton
transport currents pass through the material.

First we consider the case of a weak applied electric field,
whose strength varies between zero and 12 kV/m. This is the
range of fields typically used in experimental studies of bulk
transport in PEM materials. The ratio of the internal potential
energy of the membrane, defined as the membrane potential
energy per monomer without the membrane-field interaction
term, to the thermal energy kBT, is plotted in Fig. 5, and is
seen to have little variation with field when �=5. At low �,
on the other hand, there is a surprising initial drop in poten-
tial energy as the field is applied. This appears to be associ-
ated with the release of angular and dihedral tensions left
during equilibration of membrane I. Generally speaking, due
to the complexity of interactions between the membrane
monomers, water molecules, and protons, there are many
metastable states separated by energy barriers in the equili-
brated membrane. The difference between these metastable
states mostly stems from internal stress in the backbone
membrane. Applied perturbations such as the external field in
our study or raising the membrane temperature in experi-
ments �15–17�, are able to drive the system to states with
lower energies and internal stresses.
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FIG. 4. �Color online� A plot for the head-group oxygen—free
proton pair distribution function gOH�r�. Three different water con-
tents: �=1 dot-dashed line, �=3 dashed line, and �=5 full line. At
higher hydration levels protons are more loosely bound to their host
sulfonates. Note that a logarithmic scale is used to accommodate
the wide range of gOH�r� into the figure.
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FIG. 5. �Color online� The configurational part of the scaled
internal potential energy per monomer, U /NkBT, of the membrane
II in the presence of weak fields E.
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Experimentalists are familiar with the fact that the final
structure of an ionomer membrane is dependent on the
method by which it is produced, and that the final form of the
material is rarely the configuration with the lowest free en-
ergy. Boiling, rinsing, microwave drying, and other thermo-
mechanical steps, as well as the manner of cleaning the
membrane of contamination and ridding it of any residual
preorientation all influence the membrane structure. Only in
the case of higher hydration is the internal stress remaining
in membrane I negligibly small. This is an indication of the
fact that the water acts as a lubricating influence in determin-
ing the membrane morphology. The membrane morphologies
corresponding to the initial �membrane I� and field-induced
�membrane II� conformations show identical pair correla-
tions, gSS�r�, for sulfonates for applied fields below 12 kV/m.
This indicates that the increase in internal energy of the low-
hydration material seen at fields above 6 kV/m in Fig. 5 is
related to the stretching of side chains and backbones caused
by field-induced reshaping of the head-group clusters. How-
ever, the multiplets that constitute the clusters are not de-
formed by these weak fields.

It is only at extremely strong fields, of the order of E
�8 GV /m, that the head-group dipoles start to reorient
themselves parallel to the field direction. We can characterize
the head-group alignment in terms of a nematic order param-
eter Q, defined as

Q =
1

2
�3�Pz	 − 1� , �3�

where

Pz =
1

NS
�
i=1

NS

�̂i · ẑ�2, �4�

and ̂ is a unit vector in the direction joining the sulfur to the
combined oxygen units in a sulfonate. The angular brackets
in Eq. �3� represent statistical averaging during the simula-
tions. The dependence of Q on the applied field E for differ-
ent hydration levels � is plotted in Fig. 6.

This dependence is nonmonotonic, in that the head group
ordering first decreases and then increases when the applied
field strength is increased. This behavior is most apparent for
the highest membrane hydration, �=5. This reflects the fact
that those dipoles already aligned parallel to the field are not
strongly affected, but those aligned antiparallel to the field
attempt to reorient toward the field direction. The presence of
the other dipoles in the cluster at first prevents this, particu-
larly in the cases where there is little water in the membrane,
and these dipoles start to rotate away from their original
direction. They thus at first become oriented in a direction
more perpendicular to the field and this induces a negative
value of Q. At very strong fields, however, the dipole-dipole
interaction is overcome and the order parameter rapidly
increases.

The formation of long-range order in the head-group ori-
entation along the direction of the applied field is accompa-
nied by a related change in membrane morphology. This is
seen in the xy projection of the simulation boxes shown in
Fig. 7. The isotropic structure of membrane I depicted in Fig.
7�a� is transformed to the hexatic structure of membrane II
seen in Fig. 7�b� by the presence of the electric field. This
observation is similar to that noted previously for a poled
membrane with implicit water �18�. A hexatic phase of hy-
drophilic clusters with a lattice constant about 2.8–3.5 nm is
formed. The walls of these hydrophilic clusters are lined with
sulfonates and form cylinders having a diameter of about 1.8
nm, which is close to the simulation results of Ref. �11�. The
mean SO3

−-SO3
− group spacing along the cylindrical cluster is

about 0.65–0.80 nm, which is close to the sulfur-sulfur sepa-
ration distance usually expected for Nafion-like membranes
�47�.

The flow of protons and the electro-osmotic drag of water
molecules �48,49� are limited to the inner area of the rodlike
clusters. The membrane conductivities, evaluated using Eqs.
�1� and �2�, are plotted in Fig. 8. The conductivities have a
weak dependence on the applied field for E�1 GV /m and
are in the range �=1–3 S /m when � is varied between 1
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FIG. 6. �Color online� The order-parameter Q �see Eq. �3� in the
text� of the head-group dipoles in the membrane II as a function of
applied field for three different hydration levels �. FIG. 7. �Color online� Typical �xy projection� of simulation

boxes for �=3. �a� Membrane I with no applied electric field. �b�
Membrane II with applied electric field E=5 GV /m. �c� Membrane
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and 5. These are smaller than the experimentally reported
value �=10 S /m for completely hydrated Nafion with �
=15–25, but are much larger than some theoretical predic-
tions of a conductivity �S
0.001 S /m �50�. Figure 8 also
confirms the fact that at modest fields absorbed water en-
hances proton conductivity �46�. We note that the calculated
conductivities do not include the Grotthuss mechanism of
proton shuttling between water molecules. This issue will be
discussed in Sec. IV D.

At high fields, as is evident from Fig. 8, the conductivity
��E� is predicted to increase with E. We assume that this
nonlinearity in ��E� is associated with the emergence of the
hexatic structure in the membrane. As seen from Fig. 7, the
ordered hydrophilic structure starts to form at applied fields
E0�3 GV /m. Thus the structure of membrane II can be
assumed to be isotropic when E�E0 and, accordingly, an-
isotropic when E	E0. The level of membrane anisotropy
grows with E as a consequence of the increased alignment of
sulfonate clusters and the decreasing of the tortuosity of the
cylindrical channels. Both these factors provide better path-
ways for protons, and thus increase their mobility. As a re-
sult, the proton conductivity increases as a function of the
membrane anisotropy, or, equivalently, as a function of the
applied field strength E. In addition to inducing long-range
ordering in the hydrophilic pathways, the field also polarizes
the water absorbed in the membrane. The dielectric satura-
tion of the water consequently restricts the mobility of both
water and protons, and thus decreases the conductivity. That
is most probably why the membrane conductivity at �=5 is
smaller than the conductivity at �=1 or 3 in the strongest
fields in Fig. 8.

C. Poled hydrated membrane in zero field (membrane III)

It was interesting to note that the membrane did not revert
to its isotropic structure when the applied field was removed,
but instead retained its hexatic morphology even after
lengthy equilibration. In principle, the remnant structure
might be metastable and prone to disappear at times longer
than the several nanoseconds of simulation time. We accord-
ingly analyzed the time evolution of the total system energy

and its electrostatic part and found that the relaxation pro-
cesses following the release of external load take place dur-
ing the first several hundred picoseconds of the 2 ns simula-
tions used to relax the membrane. The evolution of the
correlation functions gSS and gOH were also monitored and
gave the same relaxation time. A snapshot of a poled, relaxed
membrane is given in Fig. 7�c�. This behavior is similar to
the experimental results reported in Ref. �15�, where field-
induced structures were generated in high-temperature pol-
ing experiments on solvent-evaporated ionomers. This phe-
nomenon raises the question of which structure is the more
stable and we address this in Sec. V, where we study the
free-energy barriers between the isotropic and hexatic mor-
phologies by the method of thermodynamic integration.

The sulfur-sulfur pair distribution functions for mem-
branes I �unpoled� and III �poled� are compared in Fig. 9.
The intersulfonate correlations are virtually identical for dis-
tances below 3� �1 nm�, showing that the internal structures
of the multiplets are unaffected by poling. However, the
long-range spatial correlations in membrane III point to an
elongation of the membrane clusters along the z axis, a well-
known feature of fibril-like formations in hydrophilic clus-
ters. Despite the fact that the morphologies of the two mem-
branes differ macroscopically, the head-group dipoles in each
case have no preferential ordering, making the head-group
order-parameter Q zero for both membranes.

The pair distribution analysis invoked above is a conve-
nient tool for probing the multiplet structure of clusters,
whose dimensions are one nanometer or less. The system
morphology on a larger scale, however, is better probed by
examining the structure factor. We calculate the partial struc-
ture factors of sulfonate oxygens in the xy plane perpendicu-
lar to the direction of applied field using the relation

S�kxy� =
1

NS
��

i
�

j

exp�ikxy · �ri − r j��� . �5�

Here kxy is the xy component of the wave vector, and ri and
r j are the locations of the sulfonate oxygens, and an average
is taken over all directions of kxy. The structure factor for
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FIG. 8. �Color online� The conductivity � of membrane II
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membrane III is plotted in Fig. 10. The extent of the
nanophase segregation in the membrane is usually deduced
from the positions of small-angle peaks of S�kxy�. The main
peak at k=2.8 nm−1 corresponds to density correlations of
sulfonates at length scales of around 2.5 nm. This distance is
roughly equal to the lattice constant of the hexatic structure.
The primary peak position at kxy =1.1 nm−1 corresponds to
the ionomer peak position observed in scattering experiments
�51–53�.

D. Diffusion of protons

In this subsection we study proton diffusion in the differ-
ent membrane morphologies obtained above. Our treatment
is restricted to consideration of only the vehicular component
of proton �hydronium� diffusion �37�, and thus neglects the
effects of the Grotthuss mechanism, even though the trans-
port of protons with the help of water molecules is thought to
dominate transport in well-hydrated membranes �23,25,54�.
Inclusion of the Grotthuss mechanism would require a spe-
cial treatment of hydrogen bonds such as the empirical va-
lence bond and reactive force field methods that have been
developed and successfully applied to small ionomer systems
�11,55–58�. The empirical valence bond method of Ref. �57�
and the multiscale empirical valence-bond method of Ref.
�11� confirm the substantial role of the Grotthuss diffusion
when � is above 5.

In simulations with low water contents �1���5�, all
the water molecules and protons are expected to be confined
to the vicinity of sulfonic ions SO3

− �23�. Recent ab initio
results for the hydrogen network �59� confirm that at low �
the structural orientation of water in hydrophilic clusters is
constrained. Thus the diffusion of protons occurs in a more
“vehicular” manner �60�, with the protons moving from one
sulfonate to another by hopping a typical distance of 0.7–0.8
nm, which is the average separation between SO3

− sites in
humidified Nafion �47�. Proton hopping diffusion is further
facilitated by the flexibility of the side chains and the con-
stant rearrangements in position due to their thermal motion
�23,47,61,62�, and by the high concentration of sulfonates
near the channel walls at lower water contents � �23,25,63�.

The partial diffusion coefficients for protons along and
perpendicular to the z axis of membrane are calculated using
the relations

Dz =
1

2
lim
t→�

�z�t� − z�0�2	
t

, �6�

and

Dxy =
1

4
lim
t→�

�x�t� − x�0�2 + y�t� − y�0�2	
t

. �7�

The coefficients Dz and Dxy for membranes I and III are
plotted in Fig. 11. For the isotropic membrane I the diffusion
of protons is also isotropic and Dz=Dxy =D. The diffusion of
protons in membrane III reflects its anisotropic morphology,
with Dxy being only about 20% of Dz. All the diffusion co-
efficients increase when more water is absorbed in the mem-
brane �44�. The results for the diffusivity D and the conduc-
tivity � at low fields are related to the carrier density by the
Nernst-Einstein relation, D=kBT /e=�kBT / �ne2�, with 
the carrier mobility and n the number density of the carriers.
Putting the low-field values of � from Fig. 8 and the values
of diffusion coefficients D from Fig. 11 into the equation n
=�kBT / �De2�, we find that the density of carriers n mono-
tonically increases with the humidity parameter �. For ex-
ample, the carrier densities in membrane III increase from
n�0.5n0 to n�0.7n0 when � increases from 1 to 5. Here
n0=1021 cm−3 and is the average number density of protons
in the simulation box. The fraction of protons that remain
bound to sulfonates, and thus do not participate in the trans-
port current, is thus least for the most humid membranes.

V. FREE-ENERGY ANALYSIS

While there can be only one absolutely stable form of an
ionomer at any given temperature and humidity, various dif-
ferent morphologies may be long lived at normal operating
temperatures. As previously mentioned in Sec. IV B, numer-
ous membrane structures can be produced by appropriate
treatments, including boiling in water or recasting from wa-
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ter solution. It is thus of interest to examine the probable
durability of the hexatic structure produced in our simula-
tions by the application of a strong electric field. We have
accordingly calculated the free energy of the hexatic material
�poled sample, membrane III� and compared it with the free
energy of the equilibrium isotropic material �membrane I�
produced in our simulations.

Our focus is the Helmholtz free energy, A=U−TS, where
U is the internal energy of the membrane, T is the absolute
temperature, and S is the entropy. The calculation of the in-
ternal energy U as a sum of the potential and kinetic energies
of all system particles is straightforward. However, the cal-
culation of the entropy of a complex system consisting of the
block copolymer monomers, protons, and water, is a chal-
lenging task. Various methods based on the evaluation of the
entropy from direct molecular dynamics runs have been pro-
posed for simple liquids �64–66�. Unfortunately an adequate
generalization of these approaches to ionomeric systems
such as Nafion is not possible.

We use the method of thermodynamic integration �67� to
evaluate the free-energy difference between the isotropic and
remnant hexatic structures. This is achieved by tracing first
the free-energy difference �AI�AI−AI

0 that occurs as the
strength of Coulomb interactions Uc

ij between charges i and
j, which form part of the Hamiltonian H, is gradually re-
duced to zero in the isotropic structure of membrane I, so
that

�AI/�NSkBT� = 1/�NSkBT��
�=0

�=1

��H���/��	d� . �8�

Here the coupling parameter � characterizes the strength of
Coulomb interactions Uc

ij between charged pairs i and j,
where i and j run over membrane head groups, protons and
water charges. As a reference system with �=0 we consider
a completely neutral membrane hydrated by a neutral sol-
vent. Although the entropies of the reference system and the
simulated system �membrane I� are not known, Eq. �8� de-
scribes the free-energy difference between these two mem-
branes. As the coupling parameter � gradually decreases
from 1 to 0, the charges in the simulated membrane decrease
and it approaches the reference system. The configurational
part of the Hamiltonian H��� was chosen as Uconf���
=U�=0�r�+��i	jUc

ij, where the first term U�=0�r� is the total
potential energy of the ground state of the uncharged mem-
brane. The integrand, ��H��� /��	, then reduces to �Uc

ij���	,
which is a smooth function of the coupling parameter �. A
similar evaluation of �AIII�AIII−AIII

0 was then made for the
hexatic structure of membrane III.

The integral �8� was evaluated by decreasing the coupling
parameter � in 20 steps. Precautions were taken to ensure
proper equilibration at each step. The same procedure was
followed to obtain �AIII. Our simulations show that at �=0
the ground states for membranes I and III are identical, mak-
ing AI

0=AIII
0 =A0. The calculated excess free energies per sul-

fonate �Ai / �NSkBT�, i=I , III, are given in Table I. The dif-
ference �AI,III=�AI−�AIII, plotted in Fig. 12 for different
hydration levels �, determines the stability of respective
materials. The difference �AI,III was found to be positive for

all the hydration levels considered. This implies that the
hexatic structure found in membrane III is the thermody-
namically stable structure. The morphological changes in-
duced by the strong external field thus appear to be irrevers-
ible. Its stability is partly based on the difference between the
angular and dihedral parts of the potential energy of ionomer
polymers �U� and �U� for membrane I and membrane III,
plotted in Fig. 12. We note that the energy difference of
2–6kBT per sulfonate at water contents �=1–5 is not small.
For 100 sulfonates the difference between their cylindrical
arrangement and a disordered cluster arrangement is several
hundred kBT.

VI. CONCLUDING REMARKS

In this paper, we have considered the effects of a field
applied in a direction normal to an ionomer membrane and
have found that high fields induce a transition to a new struc-
ture having an enhanced proton conductivity. In comparison,
our previous work on stretched membranes �35� predicted
enhanced conductivity in the direction of stretching, which
would be in the plane of the film. It is clearly of greater
utility to achieve increased transport in the direction normal
to the film.

The Nafion poling experiments of Lin et al. �15�, Middel-
man et al. �16�, and Wang et al. �17� used solvent cast and
annealed membranes above their glass transition tempera-
ture. Under these conditions, small fields up to 1 MV/m were

TABLE I. The excess Helmholtz free energies per sulfonate,
�A / �NSkBT�, are shown for the initial membrane I and poled mem-
brane III for three different water contents �=1,3 ,5. NS is the total
number of sulfonates SO3

− in the simulation box.

� �AI / �NSkBT� �AIII / �NSkBT�

1 −265 −271

3 −234 −238

5 −208 −210
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FIG. 12. �Color online� Free-energy difference between initial
membrane I and poled membrane III as a function of water content
parameter, �. The contributions from the angular and dihedral parts
of the potential energy are also shown.
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typically enough to induce oriented morphologies in a sys-
tem with a high dielectric permittivity. Our test simulations
for dilute Nafion solutions indeed show that such small fields
push the sulfonates to form elongated filamentary structures.
Unfortunately, a direct simulation of large systems with wa-
ter evaporation and membrane annealing procedures is too
demanding of computing resources to be currently feasible.

In systems as complex as humid ionomers, it is not unex-
pected that there should be several different structures that
each represent a local minimum in the free energy and that
the barriers to transitions between these morphologies should
be much larger than available thermal energies. To achieve a
transformation of the ionomer from one morphology to an-
other thus requires either a very long time or else the impo-
sition of a strong perturbation. Because computer modeling
is limited to time intervals of at most a few hundred simu-
lated nanoseconds, we chose the route of applying a very
strong electric field. The field strengths we used, which were
of the order of gigavolts per meter, were larger than can be
experimentally sustained in the bulk of an ionomer mem-

brane, and could be found only in the layer adjacent to an
electrode. They were, however, sufficient to induce a trans-
formation of the ionomer from its initial isotropic form to an
hexatic structure in a few simulated nanoseconds. If the tran-
sition processes are governed by Boltzmann factors of the
form e−V/kBT, then the effects of increasing the temperature T
should be equivalent to those of reducing the energy barrier
V. One of the potentially most significant aspects of the re-
sults reported here is the apparent stability of the hexatic
phase, as witnessed by its persistence after the field was re-
moved, and by our calculated result that its free energy was
lower than that of the isotropic phase.
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