PHYSICAL REVIEW E 72, 021404 (2005)

Soft colloids driven and sheared by traveling wave fields
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We study the dynamics of soft colloids interacting via a Gaussian pair potential in an external moving
potential which is periodic in the spatial coordinate of the direction of motion. Both dynamical density
functional theory and Brownian dynamics computer simulations are used to predict the steady-state density
profiles. Two different situations are investigated: the first corresponds to a light wave that travels with a
constant velocity v through the quiescent solvent containing the colloidal suspension. The second setup con-
sists of two parallel repulsive walls with a periodic topographical substructure. One of the walls is at rest
relative to the solvent while the other is in motion, inducing a shearing of the suspension. In the first case, we
find that the amplitude of the steady-state density behaves nonmonotonically with the traveling speed v of the
wave if the shape of the wave contains an edge: for increasing v, it first grows and then decreases. In the
second setup we show that a strongly confined suspension induces a shear resistance which is a nonmonotonic
function of the wall velocity. These effects are verifiable in real-space experiments on colloidal suspensions
exposed to external laser-optical fields. In both situations, the dynamical density functional theory is in good
agreement with the Brownian dynamics simulation data.
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I. INTRODUCTION

Colloidal particles dispersed in a solvent can be manipu-
lated easily by external fields, which bring them into non-
equilibrium situations in a controlled way [1,2]. The simplest
case for an external field corresponds to an external force
acting on the colloidal particles [3]. Examples include grav-
ity leading to sedimentation, an electric field acting on
charged particles, or a laser-optical field, which provides an
external potential to the particles due to their dielectric con-
trast with the solvent [4,5]. In the latter case, crossed laser
beams constitute a static sinusoidal external potential, which
is periodic in one spatial coordinate [6]. This leads to a laser-
induced freezing transition of the colloidal particles and a
reentrant melting for increasing amplitude of the external
field [7].

While the equilibrium behavior of static (i.e., time-
independent) external potentials is well understood by now,
nonequilibrium situations as induced by, e.g., a fime-
dependent external field are much less investigated. Since
equilibrium situations of inhomogeneous liquids and solids
can be well described within the classical density functional
theory of freezing [8,9], it is tempting to transfer this ap-
proach to dynamical situations [10]. In fact, recent work has
shown that classical density functional theory can indeed be
applied to time-varying confining external potentials even if
the time scale of the variation is comparable to the Brownian
time of the colloidal particles. This holds both for one-
component systems [11,12] and for binary phase-separating
mixtures, for which the demixing dynamics has been re-
cently studied by Archer [13] using the dynamical density
functional formalism. Another application of dynamical den-
sity functional theory pertains to the structural relaxation
near the kinetic glass transition [14]. On a more rigorous
level, it has been shown recently that a dynamical density
functional does exist [15]. A tractable density functional
within the mean-field approximation is justified for soft in-
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terparticle interactions [16] as described by, e.g., an effective
Gaussian pair potential [17], which is realized for polymer
coils [18] or dendrimers [19].

In this paper, we study another situation of a time-
dependent external potential: namely, that of a traveling
wave. Then the potential V,,, depends only on one coordinate
z-vt where z is one spatial coordinate, ¢ is time, and v is the
traveling speed. In particular, we consider situations where
Ve(z-vt) is a periodic function in z-vz. The traveling wave
setup is motivated by recent experiments of Tanaka and co-
workers [20]. They apply crossed laser beams to a colloidal
suspension, resulting in a sinusoidal wave field which travels
through the suspension with a constant velocity. The period-
icity length of the external potential is of the order of the
mean interparticle spacing. The impact of such a wave field
on the steady state of the colloids has not been theoretically
addressed before. In this paper, we use dynamical mean-field
density functional theory and Brownian dynamics computer
simulations to reveal the impact of a traveling wave field on
colloidal particles that interact by means of a Gaussian pair
potential. As a result, we predict that the steady-state colloi-
dal density profiles induced by the traveling wave exhibit an
unusual behavior: the amplitude of the density peak in the
valleys of the periodic external potential behaves nonmono-
tonically with increasing traveling speed v. Hence, particles
can be accumulated into layers perpendicular to the propaga-
tion direction of the wave and the strength of the layering
can be triggered by the speed of the wave. In particular, this
effect occurs for nonsinusoidal, “ramplike” external potential
with sharp edges, while it does not occur for a sinusoidal
one.

The second goal of this paper is to calculate the resistance
of sheared colloidal layers. A microscopic understanding of
shear flow near interfaces is still in its infancy. While kinetic
theories have had some success in gases (see Ref. [21] for a
review), it is more difficult to construct a theory for a sheared
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dense liquid on the molecular scale [22,23]. Even the ques-
tion regarding the choice of the hydrodynamic boundary
conditions that are appropriate on a molecular scale is still
intensely debated [24-30]. In this paper, we investigate the
colloidal counterpart of this problem. The difference in our
case is the Brownian motion of the particles in the quiescent
solvent, which is different from ordinary Newtonian dynam-
ics performed by molecules. We show that dynamical density
functional theory provides a “microscopic’” approach to shear
resistance. In particular, we consider two parallel repulsive
walls with a periodic topographical substructure, which are
moving relative to each other. One stays quiescent with the
solvent that contains the colloidal particles, whereas the
other is pulled with a constant speed v through the suspen-
sion. The relative friction induced by the sheared colloidal
particles is calculated using dynamical density functional
theory (DDFT) and compared to Brownian dynamics com-
puter simulation. We find good agreement, demonstrating
that dynamical density functional theory provides a molecu-
lar platform for a theory of shear resistance. We also predict
a nonmonotonic dependence of the shear resistance for con-
fined suspensions as a function of the speed of the second
wall.

The paper is organized as follows: in Sec. II, we briefly
define the dynamical density functional approach. Details of
the computer simulation procedure are summarized in Sec.
III. Results for a traveling wave external potential are pre-
sented in Sec. IV. Sheared colloids between topographical
structured walls are considered in Sec. V. Finally, we con-
clude in Sec. VI

II. DYNAMICAL DENSITY FUNCTIONAL THEORY

We consider an assembly of N Brownian particles, such as
colloids in a microscopic solvent, whose coordinates are
{r;,r,,...,ry} and which interact via an arbitrary pair poten-
tial V(r). They are kept at finite temperature T and possess a
mean number density p. In addition, the colloids are under
the influence of a time-dependent external potential V., (r,?).
DDFT does not incorporate hydrodynamic interactions.
Therefore, we handle them in our studies in the following
way. A major effect of hydrodynamic interactions can be
simply encaptured by a rescaling of the drag coefficient into
an effective one; this was demonstrated by Medina-Noyola
[34]. Using this scaling, hydrodynamic interactions can be
taken into consideration in our treatment and will therefore
just renormalize the time scale. More sophisticated analysis
shows that corrections due to hydrodynamic interactions are
of the order of %C2¢1/3, where C=7d)1/3/a, 7 is the mean
interparticle spacing, a is the physical core size, o/2 is the
interaction radius, and ¢=(47/3)pa’ is the volume fraction
[31-33]. In our studies we have typically F=o and p
=1/0>. Insertion yields a corrections of the order of
6(c/2a)?p=2mal o. Therefore, our treatment applies to par-
ticles with small physical core size a but large interaction
radius /2. There are several examples for such particles—
e.g., stiff polyelectrolyte stars, tetrapods, star-polymers, and
dendrimers—which fulfill these conditions. The particles’
equations of motion read as
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dr;(r)
dr

__ rvri<2 V(r,— 1)) + Vext(ri,t)> w0, (1)
j#i
where I' is a mobility coefficient and w;(£)=(w;,w),w?) is a
stochastic Gaussian noise term representing the random col-
lisions with the solvent molecules and having the properties

(wit) =0, (WiOWl(t')=2D8,g8t-1').  (2)

In Eq. (2) above (- --) denotes the average over the Gaussian
noise distribution, a, 8=x,y,z are the Cartesian components,
and D is the diffusion coefficient for which the Einstein re-
lation gives I'/D=(kgT)™' = B, where kgT is the thermal en-
ergy. Moreover, for hard spheres of radius a in a fluid of
viscosity 7, the Stokes relation I'=1/677na holds. Applying
the rules of the Itd stochastic calculus, Marini Bettolo Mar-
coni and Tarazona [10] transformed the above equation into

d
p(r,1) _v
o

r- - (ﬂ“VrP(r,t) +p(r, )V, Ve (r,1)

+Jdr’(ﬁ(r,t)ﬁ(r’,t)>VrV(|r—r’|)>- (3)

Here, p(r,)=3;8(r;(r)—r) is the usual one-particle density
operator and p(r,7)=(p(r,7)) is its noise average. Equation
(3) is exact, but it is not a closed relation, because in order to
obtain p(r,7) one needs the equal-time two-particle correla-
tion p@(r,r',0)=(p(r,0)p(r’,1)). Marini Bettolo Marconi
and Tarazona [10] suggested the following physical assump-
tion to obtain a closure that opens a connection to the density
functional formalism: as the system follows its relaxation
dynamics, the instantaneous two-particle correlations are ap-
proximated by those of a system in thermodynamic equilib-
rium with a szatic one-particle density p(r) that is the same
as the instantaneous, noise-averaged one-particle density
p(r, ). Then Eq. (3) can be cast into a form involving exclu-
sively the equilibrium density free energy functional F[p] as

5F[p(r,t>]]
op(r,r) |

This is the central equation of DDFT. In Eq. (4), the free
energy functional is given by [8]

J
o) _ o
Jt

rt {P(I‘J) v (4)

Flp]=p8" f drp(r){In[A’p(r)] - 1} + f drp(r) Vey(r,1)

+ FCX[p] > (5)

where A is the (irrelevant) de Broglie thermal wavelength
and F,[p] is the excess free energy functional. Equation (4)
has the form of a continuity equation with the current

OF[p(r,1)]

j(r,)=-Tp(r,1) V So(r.0)

=— Fp(l',t) \% /.L(I',[),
p(r,1)

(6)

where u(r,r) is a “nonequilibrium local chemical potential”
that reduces to the equilibrium value in the absence of time-
dependent external potentials as Archer and Evans have
shown [35]. They proposed an alternative (and more general)
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derivation, which is based on the Smoluchowski equation.
Thereby they have shown that the result (6) is also valid in
the presence of many-body potentials.

In this work, we assume an ultrasoft Gaussian pair poten-
tial between the interacting particles:

V(r—r')) = eexp[~ (Jr ~r'|/0)’]. (7

The Gaussian pair potential has been shown to be a realistic
description for solutions of polymer coils [36], low-arm star
polymers [37], dendrimers [19], and weakly charged poly-
electrolyte chains [38]. It is also realized for hairy micelles in
a good solvent and for colloids stabilized by long grafted
polymer chains. For the sake of convenience, we set €
=kgT, providing the energy unit of the system, whereas o,
which corresponds to the gyration radius in a polymer real-
ization of the Gaussian potential, will be the unit of length
henceforth. Accordingly, the natural time scale of the prob-
lem, providing the unit of time in this work is the Brownian
time scale 75=0>/(el).

For Gaussian particles, the mean-field or random-phase
approximation (RPA) functional F,,[p] has been shown to be
very accurate for static properties [ 16—18,39-43]. It is indeed
an excellent approximation for both the bulk and interfacial
structure of Gaussian systems, whose validity increases as
the concentration of the system becomes higher. This has
been adequately and repeatedly demonstrated in the literature
(see again [16,39,40]). It reads as

1
rulp)=3 [ [ arevie-rpwpen. @
Inserting Eq. (8) into Eq. (4) yields

dp(r,t
r-'%%”vfp(r,mﬂp(r,t)- f dr'V,V(|r

—r'|)p(r’,1) + p(r,1) j dr'V2V(jr —r'|)p(r',1)

+Vop(r,1) - Vo Ve (r,1) + p(r, ) ViV (r,1). (9)

Given an initial density field p(r,7=0) and a prescribed ex-
ternal potential V. (r,7), Eq. (9) can be solved numerically
to obtain p(r,?).

Two situations are considered subsequently both of which
are characterized by different time-dependent external poten-
tials. (i) First, a traveling wave corresponds to a potential
that only depends on one coordinate in the form

Vext(r’t) :(I)(%T(Z_Ut)), (10)

where the wave envelope function ®(¢) is 27 periodic in its
argument ¢ and A is the wavelength. For simplicity, we only
consider cases where A=0¢. Furthermore, v is the velocity of
the traveling wave. An additional parameter to be specified is
the conserved averaged number density py. In all of our stud-
ies, we choose py,o°=1. In this case of densities close to
overlap, the RPA functional is justified [16,17].

The second case (ii) consists of two parallel repulsive
walls with a periodic topographical substructure which are
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moving relatively to each other inducing a shearing in the
suspension. The external in this case reads as

Ve(1,1) = Dy, (x,271y/N) + D, (L — x,27(y — v1)/N),
(11)

where the static single wall potential ®,(x, ¢) is 27 periodic
in its argument ¢. Here, x is the coordinate perpendicular to
the walls, L is the wall distance, y is the coordinate directed
along the periodic wall structure of wavelength A, and v is
the speed of the second wall. A sketch of the second setup is
presented in Fig. 4, below. In this case, the conserved total
number density which is defined as the averaged number of
particle in the total volume is again chosen to be pyo°=1.

III. NUMERICAL DETAILS

A. Brownian dynamics computer simulation

Brownian dynamics (BD) simulations of Eq. (1) are
straightforward to carry out. For case (i) we use a cubic box
with periodic boundary conditions in all three directions. The
length of the simulation box is a multiple of the wavelength.
In case (ii) the system is periodically repeated in the two
lateral directions only. The number of Brownian particles in
the box is around Ng=1000, so that the simulations are free
from finite-size effects. The Langevin equations of motion
including the external field are numerically solved using a
finite time step At=0.0027g in all simulations, together with
the technique of Ermak [44,45]. In order to obtain the time-
dependent density p(r,f) we perform a large number N,,, of
independent runs with different initial configurations, typi-
cally N,,,=5000, sampled from a situation with a static ex-
ternal potential. We checked that after a sufficiently long
time of roughly #=57g, the system runs into the same steady
state for all initial configurations chosen.

B. Forward-time centered space algorithm

The partial differential equation of time evolution (9) is
solved numerically employing the forward-time centered
space (FTSC) algorithm [46]. This method employs a finite-
difference approximation to solve the initial-value problem
and requires appropriate boundary conditions. In the first
setup, the traveling wave, we use periodic boundary condi-
tions since the applied potential is itself periodic. In the sec-
ond setup, the sheared walls, we use periodic boundary con-
ditions in the direction in which the wall is moving and set
the density to zero outside the walls. Thus, we do not impose
any artificial boundary effects. Since the applied difference
scheme is only accurate to the first order in Af, we use a
small time step At=107%7; when solving Eq. (9) to achieve
sufficient accuracy.

IV. TRAVELING WAVE POTENTIAL

We now present the results obtained for the steady state in
the case of the traveling wave potential. The particles are
pulled in one direction across the system, as in Refs. [47,48],
where hydrodynamic interactions are ignored as well. The
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FIG. 1. (a) DDFT (solid, thick curves) and BD (noisy curves)
results for the steady-state density profiles p(w), w=z—vt (formally
at t=0), under the influence of the external potential of Eq. (12) for
the following velocities: vy=0, v{=2.00/73, v,=50/75, U3
=100/ 75, and v4=200/75. (b) Amplitude A of the density profile
from theory (solid line) and simulation (dotted line).

first envelope function that we consider is a pure sinusoidal
one—i.e.,

Vext(rvt) = ¢0 Sin|:2T7T(Z_Uf):|’ (12)

where ¢, sets the amplitude of the traveling wave. In what
follows we also define the variable

w=7z-0t. (13)

We choose ¢y=kgT. In the fluid state, the steady state pos-
sesses a dynamical one-particle density field that depends
only on the variable w. In Fig. 1(a) the steady-state density
profiles of the Brownian particles in a quiescent solvent are
shown for different velocities v of the traveling wave, Eq.
(12). For zero velocity, this profile is a true equilibrium den-
sity profile in a periodic external potential which was studied
earlier in the context of laser-induced freezing [5]. A finite
traveling speed of the wave reduces the amplitude of the
steady-state density profile until a homogeneous distribution
is achieved in the limit v — . In fact, for very high veloci-
ties the Brownian particles do not respond to the external
potential because the changes in the potential are too fast for
them to follow; hence, they do not experience any force on
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FIG. 2. Same as Fig. 1 but now for the traveling wave potential
of Eq. (14). (a) DDFT (solid, thick curves) and BD (noisy curves)
results for the steady-state density profiles for vy=0, v=50/7s,
and v,=200/ 75. (b) Amplitude A of the density profile from theory
(straight line) and simulation (dotted line).

average. The amplitude A of the steady-state density profiles
as defined by its maximum as a function of z is shown in Fig.
1(b) as a function of the velocity v. As can be seen, it decays
monotonically in v. Finally, for all speeds considered here,
we find very good agreement between theory and simulation,
proving that the DDFT is an accurate theory.

Next we consider a wave with a ramplike envelope, as
modeled by the following external potential:

w

Velz —v1) = ¢y sinzo[ N (z- vt)] . (14)

The corresponding steady-state density profiles with its am-
plitudes are presented in Fig. 2(a). In this case, we observe a
qualitative difference of the amplitude A as a function of the
velocity v to the sinusoidal case. At the moving ramp, par-
ticles pile up. This effect is destroyed, however, for very
large velocities. Consequently, there is a nonmonotonicity in
the density amplitude as a function of the speed as shown in
Fig. 2(b). This may be exploited to produced a tailored lay-
ering of particles by a suitably moving traveling wave.
Again, we find good agreement between theory and simula-
tion.

Let us now describe a simple “minimal” theory in order to
understand the nonmonotonic variation of the amplitude with
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the velocity v. First, we neglect the interparticle interactions
completely. This approximation is valid, of course, only for
small densities. For ultrasoft interactions, it works also for
very high densities [16—18,39-42]; hence, it is expected to
work at least qualitatively for the case at hand. The equation
of motion (1) for a single colloidal particle i then simplifies
to

dr(1)
dr

== FVriVext(Zi —vt) +w(t). (15)
Transforming into new coordinates F;=r;—v€, the new equa-
tions read
dr()
dr

=— FV;iVext(Zi) +wi(1), (16)

with a new unbounded static potential V. (z)=V..(2)
—vz/T', which is a consequence of the nonequilibrium situa-
tion. If we just ignore this and study a static situation over
one periodicity length of V,(z), the density profile of an

ideal gas is 1/Nexp[—BV..(Z)], where the prefactor N

=[Nz exp[-BVex(2)]/py guarantees correct normalization.
While this is a reasonable description close to the ramp, the
periodicity condition p(z=0)=p(z=N\) is violated. We impose
this condition by subtracting the offset as follows:

o= co-e)(z- )+ Lenpl- g7 0. (19

with co=1/Nexp[—BV.(0)] and co=1/N exp[-BV.u(N)].
Expression (17) ensures correct normalization and periodic-
ity of the steady-state density profile: p(0)=p(\)=(c,
+¢))/2. A comparison of the full DDFT results is shown in
Fig. 3(a). It becomes evident from Fig. 3(b) that the simple
expression (17) is capable of predicting the nonmonotony of
the density amplitude as a function of speed v in a qualitative
but not in a quantitative way. It is only for small velocities v
that the full density profiles are in quantitative agreement
with the simulation or DDFT data.

V. COLLOIDS SHEARED BETWEEN TWO
TOPOGRAPHICALLY STRUCTURED WALLS CREATED
BY LASER-OPTICAL FIELDS

In this section we consider a setup that consists of two
parallel repulsive walls, each decorated with a periodic topo-
graphical substructure (see Fig. 4). One of the walls is mov-
ing relatively to the other, inducing a shearing in the suspen-
sion, whereas the other one stays quiescent with the solvent.
Here, the solvent is at rest; the moving wall only interacts
with the Gaussian particles, as realized for moving laser-
optical fields. Therefore, the walls are completely penetrable
for the solvent. The external potential is of the form (11)
with the single static wall potential given by

ol ) (18)

D, (x,0) =D, eXP(‘ Xotasind
0

Here @, sets the interaction strength, X, is a length scale,
and a is the amplitude of the topographical wall structure.
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FIG. 3. (a) DDFT results (solid curves) and results from the
ideal gas theory (dashed curves) for the steady-state density profiles
of a system under the influence of the traveling wave potential of
Eq. (14). The velocities of the external potential vy=00/7g, v,
=20/ 15, V,=60/ 75, and v3=80/ 7. (b) Amplitude A of the density
profile from DDFT (solid curve) and from the ideal gas theory
(dashed curve). We find a nonmonotonic behavior in both cases

The walls are moving relatively to the one another, and the
system evolves in time. However, due to the periodic topog-
raphy, the system repeats itself after the time period T=\/v.
Thus we define a steady-state situation when the following
equality is fulfilled: p(x,y,f)=p(x,y,t+T). Since the density

z
X
y

FIG. 4. Schematic top view of the system with two walls mov-
ing relatively to each other modeled via the potential (11). If the
upper wall is moving sufficiently fast, the particles cannot penetrate
into the unhatched area. The system is infinitely extended in both
the y and z directions.
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FIG. 5. Cuts through the DDFT (solid curves) and BD (noisy curves) results for the steady-state density profiles of a Brownian fluid
sheared via Eq. (11) for L=30, y=0.30, and (a) v=5.00/ 75 and (b) v=15.00/ 7 and, for y=0.70, (c) v=5.00/ 75 and (d) v=15.00/ 75. The
inset shows the instantaneous position of the wall (wavy lines) and the position of which a cut is taken (straight line).

profiles depend on coordinates x and y, the BD results can be
averaged only over the z direction. Thus they are noisier than
those in the previous section, where a second direction can
be used to average. For this reason, we do not present the
whole three-dimensional BD steady-state density profiles. In-
stead we show several cuts through the densities along the x
coordinate. To improve the statistics of the BD density pro-
files for the above-mentioned reason and thus to reduce the
noise, we average the DDFT and BD steady-state density
profiles over a slice of width Ay=0.3\ in the y direction. The
cuts are shown in Figs. 5 and 6. All presented plots are for
the case that the topographical substructures of the two walls
are phase shifted by 7. The velocities are chosen as v
=50/7m3 and v=150/7g, the positions of the cuts are y,;
=0.3\ and y,=0.7\ in the frame of rest of the quiescent wall,
and the distances between the walls are L=30¢ (Fig. 5) and
L=100 (Fig. 6). The other parameters are chosen as follows:
D,=10kgT, N\=Xy=0, and a=X,/10=0.10. The conserved
total number density is again chosen to be pyo”=1.

As revealed by Figs. 5 and 6 we find very good agreement
between theory and simulation and demonstrate thereby that
the DDFT is an adequate molecular theory to describe the
shearing of a Brownian fluid. The density profiles in Figs. 5
and 6 are not symmetric; this effect is due to the motion of
the wall. For higher velocities v of the wall, this asymmetry
is more distinctive—e.g., Figs. 5(b) and 5(d). This can be
explained by the fact that for higher velocities the particles

are accumulated on the increasing side of the wall and de-
pleted in the valleys of the external potential, whereas in the
quiescent case the density profile is symmetric. The same
effect can be seen in the previous section in Fig. 1, where
position of the maxima of the density profile with respect to
the wave field is moving in the opposite direction of the
velocity for increasing velocities. The large difference in the
maximal values of the density in Fig. 5 is due to fact that the
walls are repulsive. In the case of Figs. 5(a) and 5(b) the
particles are squeezed into the region, where the cuts in Figs.
5(c) and 5(d) are taken. In the case L=100 this effect is less
distinctive.

To calculate a shear resistance originating from the
Brownian fluid we average the force Fp, per area exerted by
the particle on the walls in the steady state. A suitable time
average for this force is

o1
Fp=-1lim—

70 T

T +% A
f f f dtdxdyp(x,y,1) V Ve (x,¥,1).
0J-—= Jo

(19)

This formula can directly be can evaluated both in the nu-
merical implementation of the DDFT and in the BD simula-
tions. By symmetry, F, vanishes in the z direction, perpen-
dicular to the velocity. Its component perpendicular to the
wall gives insight into the wall pressure. Here, we are inter-
ested in the component F g ) along the shearing direction, par-
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FIG. 6. Same as Fig. 5 but now for L=100, y=0.30, and (a) v=>5.00/ 75 and (b) v=15.00"/ 73 and, for y=0.7¢a, (c) v=5.00/ 75 and (d)

v=15.00/ 3.

allel to the velocity. We have studied how the resistance
force Fg) behaves as a function of the velocity v. The BD
simulation and DDFT results are depicted in Fig. 7. A sub-
linear behavior is revealed for increasing velocities v. There
is a nonmonotonic behavior for increasing v. This can be
understood qualitatively by the fact that for large velocities
the particles will be squeezed into the regions where they are
not hindered at all by the moving plate (see the hatched area
in Fig. 4). The maximum is reached for similar velocities,
regardless of whether the system is strongly confined or not,

5 — T T T T T T T

I s I

' ' | . 1 ) | .
0 5 10 15 20 25 30
v ‘CB/G

FIG. 7. DDFT results (solid curves) and BD results (dashed
curves) of the y component of the resistance force, Eq. (19), as a
function of v for L=30 and L=100.

as can be deduced from a comparison between the L=30 and
L=100 cases. This friction is qualitatively different from tur-
bulent aerodynamics and hydrodynamics where one typically
gets a crossover from a friction linear in v to a superlinear
quadratic law ocp?. Furthermore, the friction increases for
strong confinement; the difference is entirely caused by the
relative shearing. This clearly points to a significant viscosity
increase of confined liquids under shear. As stated earlier, we
have assumed a small physical core size a of the particles
with respect to the interaction radius /2. Therefore, there is
no considerable shear flow induced on the solvent by the
motion of the Gaussian particles. As long as a<<o, as is the
case here, hydrodynamic interactions can be ignored, imply-
ing that there is no considerable solvent backflow in the sys-
tem. For completeness, however, we briefly discuss the case
a=o¢. Under such a condition, in the steady state, the col-
loids will generate a linear shear flow in the solvent through
their collisions with the solvent particles. In this case, the
solvent particles will assume a linear velocity profile associ-
ated with a corresponding stress in the fluid, nv/L, that ex-
erts an additional force on the Gaussian particles. The stress-
induced force per particle then reads F (v)=»no?v/L. But
even in this case, the force originating from the shear flow in
the solvent is small compared to the force reported in Fig. 7.
In order to quantify this, we consider the ratio of the two
forces at a velocity v=60/7, which corresponds to the
maximum of F},. From Fig. 7 we read off Fj, and the ratio
reads
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(20)

From Eq. (20) above, it becomes evident that even if a is
comparable to o the force reported in Fig. 7 is at least one
order of magnitude larger than the force that will arise from
a flow in the solvent for the distances L of the walls re-
garded.

VI. CONCLUSIONS

Soft colloidal particles exposed to external time-
dependent fields exhibit a variety of new effects which are
not known from equilibrium properties. Among those we de-
scribed a nonlinear variation of the steady-state density am-
plitude as a function of the velocity of the traveling wave
field for a ramplike envelope function of the wave. Further-
more, we obtained a sublinear behavior of the friction ex-
erted by the colloidal particles on a moving structured wall.
All these effects can in principle be observed in real-space
experiments of colloidal suspensions in laser-optical fields.
We think that the effects are general and are not due to the
specific form used for the interactions and the special com-
binations of parameters investigated in this paper.

As mentioned in Sec. II, our approach neglects hydrody-
namic interactions, an approximation that is well justified for
systems bearing the physical characteristics put forward
there. Yet for general colloidal suspensions, hydrodynamic
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interactions are relevant. An alternative method that has been
recently expanded in order to include hydrodynamic effects
is that of phase field models [49]. In particular, Anderson er
al. [50,51] as well as Tonhardt and Amberg [52] have
coupled phase-field equations with the Navier-Stokes equa-
tion of hydrodynamics, in an attempt to take proper account
of the convection present in the fluid phase during the pro-
cess of growth of a solid interface. This problem is clearly
distinct from the situation of shearing which is the subject of
this work. Moreover, whereas in our work the contact with
the microscopic interactions between the constituent par-
ticles remains intact, in phase-field models the spatiotempo-
ral evolution of the coarse-grained density is described on
the basis of phenomenological free energy models.

Our results also indicate that the dynamical density func-
tional theory is capable of describing the steady state even in
situations of large speeds. It would be interesting to apply
this theory to more complicated dynamical situations such as
transport phenomena and full time-dependent processes such
as transport of particles through porous media and nanochan-
nels.
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