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Effective interaction between helical biomolecules
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The effective interaction between two parallel strands of helical biomolecules, such as deoxyribose nucleic
acids(DNA), is calculated using computer simulations of the “primitive” model of electrolytes. In particular
we study a simple model for B-DNA incorporating explicitly its charge pattern as a double-helix structure. The
effective force and the effective torque exerted onto the molecules depend on the central distance and on the
relative orientation. The contributions of nonlinear screening by monovalent counterions to these forces and
torques are analyzed and calculated for different salt concentrations. As a result, we find that the sign of the
force depends sensitively on the relative orientation. For intermolecular distances smaller than 6 A it can be
both attractive and repulsive. Furthermore, we report a nonmonotonic behavior of the effective force for
increasing salt concentration. Both features cannot be described within linear screening theories. For large
distances, on the other hand, the results agree with linear screening theories provided the charge of the
biomolecules is suitably renormalized.

PACS numbgs): 87.15.Kg, 61.20.Ja, 82.70.Dd, 87.1@

I. INTRODUCTION stitute a continuous background with a dielectric constant
screening the Coulomb interactions. Hence the discrete na-

Aqueous solutions of helical biomolecules like deoxyri- ture of the solvent is neglected as well as more subtle effects
bose nucleic acideDNA) are typically highly charged such as image charges induced by dielectric discontinuities at the
that electrostatic interactions play an important role in manyDNA-water boundanf26-29, hydration effects due to the
aspects of their structure and functifih-6]. Understanding affection of the hydrophilic surface to the interfacial layers
the total effective interaction between two helical moleculesof water[30—35, and spatial dependent dielectric constants
is important since this governs the self-assembly of biomol+esulting from the decreasing water mobility in confining
ecules, like bundle formation and DNA condensation orgeometries and from saturation effects induced by water po-
compaction which in turn is fundamental for gene deliverylarization near the highly charged molecular surfaf—
and gene therapy. In agueous solution, such rodlike polyelect1].
trolytes release counterions in the solution which ensure glo- Our motivation to consider such a simple primitive model
bal charge neutrality of the system. Together with thesds threefold: First, though solvent effects seem to be relevant
counterions, there are, in general, added salt ions dissolvedtiey should average out on a length scale which is larger
in the solution. The thermal ions screen the bare electrostatithan the range of the microscopic sizes. Hence the electro-
interactions between the biomolecules, such that the effecstatic effects are expected to dominate the total effective in-
tive interaction between them is expected to become weakéeractions. Second, it is justified to study a simple model
than the direct Coulomb repulsion. For very high concentracompletely and then adapt it by introducing more degrees of
tions of biomolecules or short distances even a mutual attradreedom in order to better match the experimental situation.
tion due to counterion “overscreening” is conceivable Our philosophy is indeed to understand the principles of a
[7-24). simple model first and then turn step by step to more com-

In this paper, we study the effective interaction betweerplicated models. Third, even within the primitive approach,
two parallel helical biomolecules. In particular, we investi- there are many unsolved problems and unexpected effects
gate how the electrostatic interactions are influenced by desuch as mutual attraction of equally charged particles. Our
tails of the charge pattern on the biological macromoleculescomputer simulation method has the advantage that “exact”
In fact, in many cases, as, e.g., for DNA molecules, theresults are obtained that reflect directly the nature of the
charge pattern on the molecules is not uniform but exhibitsnodel. Hence we get rid of any approximation inherent in a
an intrinsic helix structure. If two parallel helical molecules theoretical description. Consequently, the dependence of the
are nearby, this helix structure will induce an interaction thateffective interactions on a model parameter can systemati-
depends on the relative orientation of the two helices. Oucally be studied and the trends can be compared to experi-
studies are based on computer simulation of the “primitive” ments. In this respect our model is superior to previous stud-
model of electrolyte$25]. In particular we study a simple ies that describe the counterion screening by linear Debye-
model for B-DNA. This model explicitly takes into account Huckel [39,42,4,43 or nonlinear Poisson-Boltzmann theory
the double-helical charge pattern along the DNA strand, if26,4,44—51and even to recent approaches that include ap-
also accounts for the molecular shape by modeling the majgsroximatively counterion correlatior$2,53. We also em-
and minor grooves along the strand. The charged counterionghasize that one main goal of the paper is to incorporate the
and salt ions in the solutions are explicitly incorporated intomolecular shape and charge pattern explicitly which is mod-
our model. On the other hand, the water molecules only coneled in many studies simply as a homogeneously charged
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cylinder [39,4,54,5%. In fact we find that the double-helix
structure has an important influence on the effective interac-
tion for surface-to-surface separations smaller than 6 A. In
detail, the interaction can be both repulsive and attractive
depending on the relative orientation and the mutual distance
between two parallel DNA strands. This effect which is typi-
cally ignored in the charged-cylinder model for DNA will
significantly affect the self-assembly of parallel smectic lay-
ers of DNA fragments and may result in unusual crystalline
structures at high concentrations.

Let us also mention that many theoretical studies involve
only a single DNA molecul§56-59,3. To extract the effec-
tive interaction, however, one has at least to include two
molecules in the model which is the purpose of the present
paper. In this study we only consider monovalent counteri- x
ons. Multivalent counterions and a more detaileq SUIVeY ON k|G 1. A schematic picture explaining the positions of DNA
the influence of model parameters on the effective interaCmolecules and the definition of the different azimuthal angles
tions will be considered in a subsequent publication. b0, ¢, bs. For further information see text.

The remainder of paper is organized as follows. In Sec. I
we present the details of the model used in this paper. Sec- The second DNA molecule is considered to be parallel to
tion 1l describes the target quantities of the applied modelye first one in our studies. The separation between the two
Simulation details are presented in Sec. IV. Theories baseg |inder origins isR; we also introduce the surface-to-surface
on linear screening approaches such as the homogeneou paratiorh=R—D. The position of the two double helices
charged cylinder model, the Yukawa segment model and thgsy e described by a relative angle differentéetween
Kornyshev-Leikin theory 60] are shortly discussed in Sec. the two azimuthal angles describing the position of the bot-
V. Results of the simulation and their comparison to linear, . helix with respect to a fixed axis in th plane. This is
scr.eening theories are contained in Secs. VI-VIII for they sirated in Fig. 1. The relative orientatiod is the key
point-charge model, the grooved model, and added salt, réyantity in describing the angle dependence of the forces
spectively. We conclude in Sec. IX. induced by the helical structure. We remark that we only

study a situation where the discrete phosphates from differ-
Il. THE MODEL ent DNA strands possess the sameoordinates forg=0.
Small shifts in thez coordinate are not expected to change

The charge pattern and the shape of a single B-DNA molthe results significantly. A further parameter characterizing
ecule is basically governed by the phosphate groups whicthe discrete location of the phosphate charges along the
exhibit a double-helix structure with right—hand he'lCIty We strands is the azimuthal ahgy% of a phosphate Charge with
model this by an infinitely long neutral hard cylinder ori- respect to the cylinder separation vector, see again Fig. 1. All
ented in thez direction with additional charged hard spheresresults are periodic i, with a periodicity of 36°.
whose centers are located on the cylindrical surface. Each |n addition to the DNA molecules we describe the coun-
charged sphere describes a phosphate group and hence Bfons by charged hard spheres of diametemnd charge
Spheres fOI‘m a double'helix structure. In detail, the eﬁeCtiVQqc . The Counterions are he|d at room temperatl]'re
cylindrical diameter D is commonly chosen to béd =298 K. Their concentration is fixed by the charge of the
=20 A [61,62,49. The spheres are monovalent, i.e., their pNA molecules due to the constraint of global charge neu-
chargeq,<0 corresponds to one elementary chaege0, trality. Also, additional salt ions with chargep, andq_,
dp= —e, and they have an effective diametky. We do not  modeled as charged hard spheres of diameterandd_ ,
fix d, but keep it as an additionglormal) parameter in the  are incorporated into our model. The salt concentration is
range betweeml,=0.2 A (practically the pointlike charge denoted byC.. The discrete nature of the solvent, however,
limit) to d,=6 K (to incorporate a groove geometry for the jg neglected completely.
moleculg. Furthermore, the helical pitch length i® The interactions between the mobile ions and phosphate
=34 A; the number of charged spheres per pitch lerigth  charges are described within the framework of the primitive
per helical turp is 20, with ten charges per strand. Conse-model as a combination of excluded volume and Coulomb
quently, successive charges on the same strand are displaqfgkractions screened by the dielectric constaof the sol-
by an azimuthal angle of 36° corresponding to a charge spagent. The corresponding pair interaction potential between
ing of 3.4 A inzdirection. In a plane perpendicular to the the different charged hard spheres is
direction, phosphate groups of the two different helices are

separated by an azimuthal angle $f=144°, see Fig. 1, o for r<(d;+d;)/2
fixing the minor and the major helical groove along the DNA Y _ o2 B
molecule. . . _ (D=1 %9 ¢, r>(di+d;)/2,

We place the discrete charges on the two different helices €r

such that two of them fall in a common plane perpendicular
to thez axis, see again Fig. 1. The total line charge densitywherer is the interparticle separation arigf are indices
along the DNA molecule is then=—0.5%/A. denoting the different particles species. Possible values for
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TABLE I. List of key variables. By this we obtain partial concentrations.=N./V,n,
: =N, /V,n_=N_/V of counterions and salt ions.
D DNA diameter First we define the equilibrium number density profiles
de counterion diameter pi(r)(j=c,+,—) of the mobile ions in the presence of the
dp phosphate diameter fixed phosphate groups via
d,.,d_ salt ion diameters
P helical pitch length R N
L length of simulation box pj(r)= ‘21 s(r—r}) ). (]
€ dielectric constant of DNA and water .
T temperature - " . . -
N number of phosphates in the simulation box Here{r!} denote the positions of thi¢h particle of specief
p . —>i .
N number of counterions in the simulation box The canonical average - - ) over an{r;}-dependent quantity
N number of salt ion pairs in the simulation box A'is defined via the classical trace
Cs salt concentration 1 Ne N, N
Jc counterion valency (A== H f d3rﬁ H f d3r; H f d3r;
dp phosphate valency Z| k=1 m=1 n=1
q:.0- salt ion valencies
A linear charge density of the DNA molecule Xex;{ -B VO+ > Uij| | XA (3)
\g Bjerrum length i=c,+,— j=c,p,+,—
[pe coupling parameter between phosphates and counterions . . .
F interaction force per pitch length Here B=1/kgT is the inverse thermal energkd denoting
Boltzmann’s constaitand
Fo used unit for forceF = (75)2 n
M torque acting onto the DNA molecules Ni Nj .
R interaxial separation between DNA molecules Ujj=(1- %5”)'21 k21 Vij(|r] —ri]) (4)
h surface-to-surface separation between DNA molecules B
¢ relative orientational angle between two DNA molecules g o tota| potential energy of the counterions and salt ions
bo reference orientational angle for one DNA molecule . e (2
FHO) interaction force per pitch length within the provided the phOSphate groups are at positigngt(n
homogeneously charged cylinder model =1,...Np). F_ma!ly the prefactor 1Z in Eq. (3). ensures
N Debye screening length correct normalization(1)=1. Note that the density profiles
D - . L
(Y9 interaction force per pitch length within the Yukawa Pj(r)_ also depend parametrically on the positi¢ns} of all
segment model the fixed phOSphate groupe# 1,... ,Np)-;
s effective phosphate radius in the Yukawa segment model Now we define the total effective fordg per pitch length
dap effective phosphate charge in the Yukawa segment modeficting onto théth DNA molecule {=1, ... N). As known
size correction factor in the Yukawa segment model ~from earlier work[63,64,11,65 it contains three different
F&L interaction force per pitch length within parts
Kornyshev-Leikin theory s ) =) =(a
0 condensation parameter of counterions Fi=FU+F@ 4+ F®), 5

_ _ N The first term F{!, is the direct Coulomb force acting onto
andj arec (for counteriong +,— (for positively and nega- || phosphate groups belonging to one helical turn ofithe

tively charged salt ions and p (for phosphate groupsin  pNA molecule as exerted from the phosphate groups of all
addition, there is an interaction potentl‘s([’ between the the other DNA molecules,

DNA hard cylinder and the free ioris=c,+,— which is of

simple excluded volume form such that these ions cannot R R Np .

penetrate into the cylinder. Due to the length of this paper FO==>" Vip > Vpllrg=rah |, (6)
and the large number of quantities, we summarize most of . n=Lnzk

our notation in Table I. where the sunk, only runs over ten phosphates belonging

to one helical turn of théth DNA molecule. This term is a
trivial sum of direct interactions.
The second ternF(® involves the electric part of the
Our target quantities are equilibrium statistical averagegnteraction between the phosphate groups and the counteri-
for the local counterion and salt ion densities and the effecons and salt ions. Its statistical definition is
tive forces and torques exerteq onto the biomolecul_es. For N
that purpose we consider a slightly more general situation 'Ei(Z): —E' (< 2 2 ﬁf

IIl. TARGET QUANTITIES

with N parallel DNA molecules contained in a system of 7
volume V. The cylinder centers are fixed at positioﬁﬁ(i

=1,...N) in the xy plane. We further assume that there and describes screening of the bare Coulomb intera¢éipn
areN,; counterions andl, ,N_ salt ions in the same system. by the counterions and salt ions.

i=c,+,— I=1

gvpi<|FE—Fil)>) Y]
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Finally, the third termF(®) describes a contacor deple- Dlew

tion) force arising from the hard-sphere part\y;(r) and

V2(i=c,+,—). It can be expressed as an integral over the i

molecular surfaceS; associated with the excluded volume dp °

per one helical turn of theth DNA molecule, ® >
e rP

lf§3>=—kBTf df( > p,-<F>), (8) L ¢
S j=c¢,+,— P . 7» o]

Y e c

where f is a surface normal vector pointing outwards the m

DNA molecule. This depletion term is usually neglected in ‘a a ()

any linear electrostatic treatment but becomes actually im- c

portant for strong Coulomb coupling,. as conveniently Y =y

defined by[11,66,63 <~ -
R IE{ Rz

_ qp 2)\8 1
pc— a dp+ d.’ ©) FIG. 2. Schematic view of the setup: Two cylindrically shaped

with the Bjerrum Iength\B=q§e2/ekBT. When[ ¢ is much

DNA molecules with a distanc® at positionsR; andR, are placed
parallel to thez axis inside a cube of length. The large gray

larger than one, the Coulomb interaction dominates thermalpheres are counterions of diamedgr The black spheres of diam-
interactions and counterion condensation may occur. Fogterd,, connected by the solid line, are phosphate charges on the

DNA molecules this is relevant ad,+d.=4—6 A and

cylindrical surface of diametdD. P is the pitch of DNA. Arraysr*p

\g=7.14 A for a monovalent counterion in water at room andr, point to positions of phosphates and counterions. For the

temperature, resulting in a coupling paramelgy; larger

than one.

Our final target quantity is the total torque per pitch length
acting onto théth DNA molecule. Its componeritl; along

the z direction (with unit vectoréz) can also be decomposed

into three parts,

with

M= -6, 3 i

and

Our computer simulation was performed within a simpleA
setup which is schematically shown in Fig. 2. We consideB

Mi=MB+MB+ME3, (10)

Np
VFE E Vpp(|fﬁ—fﬁ|)),

K n=1;n#k
(13)
’ NI
G-\ (P
(12)

j=c.+,-

M) =kgTe,- f dfxr
5

pj<F>). (13

IV. COMPUTER SIMULATION

two parallel DNA molecules in a cubic box of lengthwith

sake of clarity, the positions of added salt ions are not shown. There
are periodic boundary conditions in all three directions.

rionsN.= 120 in the box is fixed by charged neutrality while
the number of salt ionsl is governed by its concentration
Cs. The separation vector between the centers of the two
molecules points along thedirection of the simulation box.
The relative orientation is described according to our nota-
tion presented in Sec. Il, see again Fig. 1.

We performed a standard molecular dynarfMD) code
with the velocity Verlet algorithnj67]. System parameters
used in our simulations are listed in Table Il. The time step
At of the simulation was typically chosen to be
102 md/e?, with m denoting thefictitious) mass of the
mobile ions, such that the reflection of counterions following
the collision with the surface of DNA core cylinder and
phosphates is calculated with high precision. For every run
the state of the system was checked during the simulation
time. This was done by monitoring the temperature, average
velocity, the distribution function of velocities, and the total
potential energy of the system. On average it took abofit 10

TABLE Il. Parameters used for the different simulation runs.
The Debye screening lengtty, , as defined by Eq(15), and the
Coulomb couplingl" . are also given.

Run dc(A) dp(A) Ns CS(M) )\D(A) ch

periodic boundary conditions in all three directions. NoteD
that, the periodicity inx and y directions ensures infinite E
repetitions of DNA molecules outside simulation cell. ThusFk
we are dealing with a finite concentration of DNA, rather G
than with an isolated pair of DNA moleculds.is chosento H
be three times the pitch length such that there arél, [

1 0.2 9.6 12
2 2 9.6 3.6
C 2 6 9.6 1.8
1 0.2 15 0.025 8.6 12
1 0.2 60 0.1 6.8 12
1 0.2 120 0.2 5.6 12
1 0.2 440 0.73 3.3 12
1 0.2 1940 3.23 1.7 12
2 2 120 0.2 5.6 3.6

=120 phosphate charges in the box. The number of counte
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MD steps to get into equilibrium. Then during@0*~5  Yukawa-segmen(YS) model [27,70-74. One phosphate
x 10P time steps, we gathered statistics to perform the cacharge interacts with another phosphate charge via an effec-

nonical averages for calculated quantities. tive Yukawa potentia[75]
The long-ranged nature of the Coulomb interaction was 9 2
numerically treated via the efficient method proposed by Le- u(r)= (qpfg € exp(—r/\p). (16)

kner[68]. A summary of this method is given in Appendix
A. In order to save CPU time, the Lekner forces between pair
particles were tabulated in a separate code before enterirﬁ_‘?1
into the main MD cycle. The tabulation on a 54610
X510 grid with spatial step=0.1 A was done in the fol-
lowing manner. The first particle was fixed at the origin
(0,0,0 while the second charge was successively embedded
on sites of the generated grid. Then the force components
acting onto the first ch_arge were calculatgd via the Lekne(/vherer* =(dy+dg)/2 is an effective phosphate radius for
method. A force data file was created which was used as fhe phogphate counterion interaction. We remark that nonlin-
common input fpr_ all sgbsequent MD runs. To degrease_erméar screening effects and the excluded volume of the cylinder
coming from a finite grid length, the forces in the S|mulat|0nsCan also be incorporated by replacing the bare phosphate
were calculated using the four-step focusing techni@ies. chargeq, with an effective phosphate chargg [27,71,76.
Using the same notation as in Sec. I, the total effective
force per pitch length acting onto theh biomolecule is

re, describes a size correction due to the excluded vol-
e of the phosphate groups. This term is assumed to be of
the traditional Derjaguin-Landau-Verwey-OverbdEi.VO)

form

{=exp(ryAp)/(1+r5\p), (17

V. LINEAR SCREENING THEORY N
p

Linear screening theory can be used to get explicit ana- F=F9=->" ﬁfﬁ > U(rp-rih (18
lytical expressions for the effective interactions between he- K n=Lin#k

lical biomolecules. These kind of theories, however, shoquNi,[hin in the Yukawa segment model where the sBfmhas
only work for yveak Coulomb c.ou.p_llng and thus represent §pe same meaning as in E@). Note that the contact term
further approxmgﬂon to the primitive model. Dgpendmg qn(s) is typically neglected in linear screening theory. Further-
the form of the fixed charge pattern characterizing the blo'more the effective torque per pitch length is
molecules, one obtains different approximations. '
NP
Mi=M{"9=—e, X" rfx|Vip > U(rf-rBD .
K kKn=T,n#k
A. Homogeneously charged cylinder (19)

The simplest approach is to crudely describe the biomol- . : I
ecule as a homogeneously charged cylinder. In this case, tﬁl’éwere are also analytlcgl expressions for thg equilibrium dgn-
effective interaction force per pitch length between two par—Slty profiles of the mobile ions involving a linear superposi-
allel rods read$25] tion of Yukawa orbitals around the phosphate chailgé&d

which, however, we will not discuss further in the sequel.

E=FMHO) =

(14 C. Kornyshev-Leikin theory

The linear Debye-Hekel screening theory was recently
. ) . . . . developed further and modified to account for dielectric dis-
Herer is the axis-to-axis separation distance between cylingqntinyities and counterion adsorption in the grooves of the
ders,\p is the Debye-Hakel screening length fixed by DNA molecule by Kornyshev and LeikitKL) [60,78—81.
An analytical expression for the effective pair potential

2N2PApK4(r/\p) T
e(DI2)’KZ[D/(2np)] T

ek T Vi (R,¢) per pitch length between two parallel rods of
= > > o separatiorR with relative orientationp was given for sepa-
4my[ne(dee)“+n.(g.e)°+n_(q-_e)7] rations larger tharR>D+\p. Here we only discuss the

(15 leading contribution in the special case of no dielectric dis-
continuity which reads
where the factoy=1—V,,,/V is a correction due to the fact
that the mobile ions cannot penetrate into the cylindric cores 8P\2 Pﬁcos{ng/))Ko(knR)
which excludes a total volumé,,. FurthermoreK,(x) isa  Vki(Ri#)= ? n:E_w (_1)nk2(l—,8 2K (kDID)T?
Bessel function of imaginary argument. Obviously, the n n nAmn
torque is zero for this charge pattern. (20

and corresponds to the interaction of helices whose strands
form continuously charged helical lines. In EQQ),

[}

B. Yukawa segment model ,
ng K,(k,D/2)1(ngD/2)

It is straightforward to generalize the traditional Debye- Bn

= , 21)
Huckel approach to a general charge pattern resulting in a Kn K (k\D/2)1,(ngD/2)
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2 o
k= VINZ+(n9?, 9=, 22) il
K, andl, are modified Bessel functions oftth order, and
K (x)=dK,(x)/dx, 1](x)=dl,(x)/dx.
We emphasize that the KL theory does not assanpei-

. . X . l o 7
ori the double helical phosphate charge pattern as defined in £ ///////

Sec. Il. There are rather more possible charge patterns con-
sidered, including a condensation of counterions in the minor !
and major groove along the phosphate strands, and on the

cylinder as a whole. This involves four phenomenological

parameters as a further input for the KL theory which makes ../'/./n'
/

a direct comparison to the simulation data difficult. In fact,
for the charge pattern given in Sec. Il, the KL theory reduces
to the Yukawa-segment model.

In detail, the charge pattern is characterized by the form
factor P,,,

180° 0’

FIG. 3. A schematic picture to explain the procedure of coun-
Po=(1—-f,—f,—f3)06,0 terion density calculations along one pitch length of a DNA mol-
n ecule. The filled circles connected with the solid line are phosphate
+10+15(=1)"0—(1-fz0)codngy). groups. The shaded areas correspond to a path along the major
. , . . . roove and along one phosphate strand. The considered volume has
Here 3y IS the Kronecker's delta function is the first gheightg and widths, The ng,ighboring DNA molecule is assumed
phenomenological input parameter which describes the frac- , :
. ! : 0 be on the right-hand side.
tion of counterions that are condensed on the whole cylinder.
The three number§; denote the fractions of counterions in
the middle of the minor groovef(), in the middle of the
major groove {,), and on the phosphate strands)(with
respect to all condensed counterions. We note that the sum
Eq. (20) rapidly converges, such that it can safely be trun-
cated for|n|>2. It is straightforward to obtain the effective
force and torque per pitch length between two molecules

from Eq. (20) by taking gradients with respect ®and ¢.

+dJ/2. In Fig. 4 we plot this coarse-grained density field
pc(¢) versus the azimuthal angle angtefrom 0° to 360°
where ¢ is 0°, respectively, 360° in the inner region be-
fleen the DNA molecules.

25
VI. RESULTS FOR POINTLIKE CHARGES AND NO
ADDED SALT
. 2
In what follows, we consider the set-up of two parallel ﬂ

biomolecules with periodic boundary conditions shown
in Fig. 2. We projected; onto the vectorR, defining F

=F;-(R;—R,)/|R;—R,|. Hence a negative sign ¢f im-

plies attraction, and a positive sign repulsion. The torque is
given for the first DNA molecule, hendgl =M. We start |
with the case of no added salt. First, we assume the counter- 1
ion and phosphate diameters to be small, in order to formally

p.(®) hDJ

investigate the system with a high coupling paramétgy '\ f
>10. N R RV RV PRIV R VR F
05 1%, 1% i Y iy MY AV A ’,'\\'«,'f"
(N AN AR SN Vv BTy L
g U DR e e N
"vw’ o VAR VA W \\_/ |2 (%4
A. Distribution of the counterions around the DNA molecules : ‘ . ‘ . '
0 60 120 180 240 300 360

We calculated the equilibrium density fiel@) of the
counterions in the vicinity of the DNA molecules by com-
puter simulation. In detal!, we co.n5|dergd three dlffere_nt FIG. 4. Equilibrium counterion density profife,(¢) in units of
paths to show the counterion density profile around the firs{ b 5 versus the azimuthal angle for the parameters of run A,
DNA molecule: along a phosphate strand and along the Mig— o< and a rod separation ®=30 A. Solid line: counterion
nor and major groove. In order to reduce the statistical errofensity profile along a phosphate strafilie to symmetry, the
we course grained this density field further in a finite volumecounterion density profiles on the two phosphate strands are the
which is illustrated in Fig. 3. same. Dashed line: counterion density profile along the major

This volume is winding around the molecules with a groove. Dot-dashed line: counterion density profile along the minor
height ¢ and width 5. We chooseé=3.4 A andé=2 A groove.

¢ [degrees]
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first DNA second DNA h
S 60 | H 160
, i :
I
50 hi 150
I
A L A
Fon P o
40 I ! i 40
(= r [ [ ty 1
= a %
~ ! [
3 | / \ Rt
| \_130 L,
SN
~
10 =
5
0 36 108 180 252 324 0
¢ [degrees] .
e -5
FIG. 5. Schematic picture of a DNA-DNA configuration for ) ~10
close separation distances. The abscissa corresponds to the rotati 0 60 120 180 240 300 360
angle of the first DNA molecule. The second DNA molecule is ¢ [degrees]

fixed.
FIG. 6. Interaction forceé (left y axis) and torqueM (right y
Obviously, the counterion density profile has maxima inaxig for fixed surface distance=2 A versus relative orientation
the neighborhood of the fixed phosphate charges. Furthegs in degrees. The unit of the force By=(e/4D)2. The solid
more, the concentration of counterions is higher in the minofdashedlline is the simulation result fdf (M) while the dot-dashed
than in the major grooves with the dependence reflecting (dotted line is data from the YS theory fdf(M). ¢, is chosen to
again the position of the phosphate charges. Also in the innese zero. The counterion diameterds=0.8 A.
region between the two DNA molecules, there are on aver-
age more counterions than in the outside region. tive agreement with the simulation. The actual numbers pre-
dicted by the YS theory, however, are much too large and off
by a factor of 6—7 around touching angles.
B. Nearly touching configurations The torque shows an even richer structure as a function of

¢. Near a touching angle it exhibits three zeroes correspond-

_Let us now consider very small surface-to-suriace S€PaAdhg to an unstable minimum exactly at the touching angle
tions between the DNA molecules. In this case one expectg {10 stable minima near the touching angles. The YS

that the dependence of the forces and torques on the relati\{ﬁeory shows two times larger values for the torque as com-
orientation¢ is most pronounced. For such nearly touchingPared to the simulation data

configurations, howgver., the discreteness of the PhOSpha €A qualitatively different force-angle behavior is observed
charges, as embodied in the paramefgr strongly influ- ¢, o |arger counterion diameter. Results fiy=1 A are
ences the results as well. The qualitative behavior ofghe shown in Fig. 7

ergrll\ld:ncel canl be under:stooc]jc frc:jrr;fﬂg. 5. Tere two touch- e e ot touching angles, the interaction force is attractive.
Ing molecules are shown for different relative orienta- re yhysical reason for that are the contact forces as given
tions ¢ \_/vhere the phosphate s_trands are schematically draw Eq. (8). Caused by the larger counterion diameter, coun-
as continuous lines. For certain anglgshat we call touch- h?rions are stronger depleted in the zone between the DNA
ing angles, two neighboring phosphate charges hit each,jecyles. The torque has qualitatively the same behavior as
other. Possible touching angles a¥e- 36°,180°,324°. Ifg, before.

is chosen to be zero, then two point charges are opposing \ye emphasize that the results do also depend strongly on
each other directly. Hence a strong dependence @amd on bo. For ¢po=18°, for instance, the forcE practically van-

¢o is expected near touching angles. ishes for any relative orientatiof as compared to the same
Results from computer simulation and YS theory are preyaiq for dpg=0°.

sented in Fig. 6. The parameters are from ruigs@e Table
1) but with d,=0.8 A. The surface-to-surface separation is
h=2 A.

For touching angles the interaction force becomes
strongly repulsive. The strongest repulsion is achieved for We now discuss in more detail the distance-resolved ef-
¢=180° since two phosphate strands are meeting simultefective forces. For the parameters of run A, simulation re-
neously. For relative orientations different from a touchingsults forF are presented in Fig. 8.
angle, the force becomes smaller and can be both, attractive For ¢o=0, the force depends on the relative orientaifon
and repulsive. YS theory always predicts a repulsive forceup to a surface-to-surface separatton6 A in accordance
Again there are strong peaks for touching angles in qualitawith Fig. 7. On the other hand, fap,=18°, there is nop

C. Distance-resolved forces



PRE 62

EFFECTIVE INTERACTION BETWEEN HELICA . ..

L l.'! |
60 | i 160
]
M 1
H
50 | I 150
» [ .
! B i
40 I A Iy 140
j o '
i i . —
) [ L \ [
g0kt ‘L. _.—" e ‘“ 50 Q
~ >
g B
~—
5t A: A LI~
Al . o
0 k= A AN P P ) 4
U\f‘f O N ‘..‘:U V™0
-10 | 1-10
-20 . . . . . -20
0 60 120 180 240 300 360
¢ [degrees]

FIG. 7. Same as Fig. 6 but now fdg=1 A.

5549

30

25 |
20
15 ¢

10 +

FIF,

-5t

-10

25 30 35 , 40
DNA-DNA distance R[A]

FIG. 9. Theoretical and simulation results for interaction fd¥ce
versus separation distancB. The unit of the force isF
=(e/4D)?. The parameters are from run A agig=18°. Symbols:

@, simulation data for all DNA rotation angleS), the entropic part
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dependence at all for any separation. This supports the cofi">; ¢, the pure electrostatic parF(Y+F®). Solid line: YS
clusion of previous work§57,55 that the effect of discrete- theory. Dot-dashed line: homogeneously charged cylinder model.
ness of the DNA phosphate charges on the counterion corRashed line: the predictions of KL theory wifh=0.1f,=0.1f;
centration profile is small in general and dwindles a few=0-7.0=0.71.

Angstroms from the DNA surface. In fact, for>6 A, there
is neither ag nor a¢, dependence of the force, and the total

force is repulsive.
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Furthermore, we compare our simulation results with the
prediction of linear screening theories in Fig. 9. First of all,
our simulation data for the total fordsolid circles are de-
composed into the electrostatic p&tt+F?) (diamond$
and the contactor depletion partF® (open circles While
the latter is strongly repulsive, the electrostatic part is attrac-
tive such that the net force is repulsive. Linear screening
theories aim to describe the pure electrostatic force only.

As is seen from the plot in Fig. 9, the contact force has a
nonmonotonic behavior. The physical reason for this is as
follows: For decreasing separatioRsmore and more coun-
terions are attracted towards the inner region between the
molecules leading to a contact force that is increasing with
decreasing distance. Then a threshold<&6 A is reached
where the counterions in the inner region start to feel their
mutual repulsion. This, in turn, depletes the zone between
the molecules from counterions resulting in a decreasing
contact force upon further decreasing the distaRce

Results for linear screening theories on different levels are
also collected in Fig. 9. If one compares with tio¢al force,
the prediction obtained by a homogeneously charged cylin-
der is repulsive and off by a factor of roughly 1.5. A simu-
lation with a homogeneously charged rod yields perfect
agreement with linear screening theory since the Coulomb
coupling is strongly reduced as the rod charges are now in
the inner part of the cylinder. The Yukawa-segment theory is

repulsive and off by a factor of 3. It is understandable that
the YS model leads to a stronger repulsion than the charged
cylinder model as the separation of the phosphate charges in
the inner region between the DNA molecules is shorter than
the rod center separation.

FIG. 8. Effective interaction forc& acting onto a DNA pair
versus the center-to-center distarRe The solid line is for ¢,
=18°. In this case there is no significapitdependence. The mean-
ing of the symbols that correspond =0 is circles,¢=180°;
squaresg=36°; triangles,¢p=45°.
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1 - ' ' tions are in the range of 0.65 to 0.884] or 0.53 to 0.57
[85,45.

According to our results for the counterion density distri-
bution (see Fig. 4 we fix the minor and major groove frac-
tions tof,;=0.1f,=0.1, and the strand fraction tg=0.7.

0.75 ¢ 1 Thus, (1-f,—f,—f3)=0.1is the fraction of the condensed
counterions which is distributed neither on the phosphates
strands nor on the minor and major grooves. The force in KL
theory depends sensitively @ghbut is rather insensitive with
respecttd, f,, f3, and¢. If the Bjerrum length is taken as

a width for the condensed counterioms; 0.71, then the KL
theory underestimates the total force. If, on the other hand, a
reduced value 06=0.545 is heuristically assumed, then the
KL theory reproduces the total force quite well.

A serious problem of the comparison with linear screen-
ing theories is that the contact term is not incorporated in any
theory apart from recent modificatiof86,64. In fact, one
should better compare the pure electrostatic part which is
attractive in the simulation. Consequently, none of the linear
screening theories is capable to describe the force well. This

o5 %0 v S 0 i_s due to the_ neglectiqn of correlations and fluctyations in
DNA-DNA distance R[A] Imear screening theories. From a more pragmatic point of
view, however, one may state that a suitable charge renor-

FIG. 10. The condensation parameterersus separation dis- Malization leads to quantitative agreement with toeal
tance R. From top to bottom: solid line, run Adg=1 A, d, force. In fact, all three theories yield perfect agreement if the
=0.2 A); dot-dashed line, run Bd¢=2 A, d,=2 A); dashed phosphate charges, respectively, the condensation parameter
line, run C d.=2 A, d,=6 A). The horizontal line a¥=0.71 6, are taken as a fit parameter. For instance, the YS model
indicates the saturation value at large distances for a latgdg ~ Yields perfect agreement with the simulation for distances
=7.1 A. This saturation value is the same for runs A, B, and C. larger than 26 A if in Eq.(16) a renormalized phosphate

. , . chargeq; =—0.6e is taken replacing the bare chargg.

The Ko_rnyshev—_Lelkln theory requires four counterion Thus, only two model parameters§ andq,,) are sufficient

condensation fractions, fi, f, f5 as an input. We have 1, gescribe the interaction satisfactorily whickeigriori not

tried to determine these parameters from our simulation iy ident. But this is still unsatisfactory from a more principal
order to get a direct comparison without any fitting Proce-point a view.

dure. In order to do so, we introduce a shell around the
cylinder of width § and determine as the fraction of coun-
terions which are contained within this shell. The number of
ions in the shell is just meant as a measure for the presence
of ions in the neighborhood of the surface. The actual value The groove structure of DNA is expected to be of increas-
for 6 is somewhat arbitrary; we first took a microscopic shelling significance as one approaches its surf@?®. We in-

of width §=2 A+d./2 (thus 6=2.5 A for run A andé  corporate this in our model by increasing the phosphate di-
=3 Afor runs B and Gas defined in Sec. VI A. Data fat  ameter towardsl,=2 A (run B) andd,=6 A (run O).
versus the rod separation are included in Fig. 10 for thre®Results for the condensation parameteare shown in Fig.
different combinations of counterion and phosphate diam10. ¢ is decreasing with increasind, since the coupling
eters. It becomes evident that the fractidrof condensed parametel’, is decreasing which weakens counterion bind-
counterions decreases with the rod distance but saturatesiat) to the phosphate groups. Also the qualitative shape of the
large separations? also depends on the size of the counte-counterion density profiles depends sensitively on the groove
rions and phosphate charges. Additionally for large surfacenature as can be deduced from Fig. 11 as compared to Fig. 4.
to-surface separationd)>2\g, we counted counterions The counterion density along the phosphate strands now ex-
within both §=2 A+d./2 and §=\g=7.1 A shells. For hibits minima at the phosphate charge positions while it was
the latter case, the condensation fractbdoes not depend maximal there in Fig. 4. Furthermore, the counterion density
from separation distance and is constant for different combiin the minor grooves is now higher than along the strands
nation of phosphate and counterion sizes; see the horizontdue to the geometrical constraints for the counterion posi-
line #=0.71 in Fig. 10. This value of is comparable with tions which is similar to results of Ref55]. In fact, recent
Manning’s condensation parameter{82,83 6,=1  x-ray diffraction[88—90 and NMR spectroscopy¥1,97 ex-
—|g¢//ANg=0.76, which is the fraction of monovalent coun- periments, as well as molecular mechan[&3,94 and
terions approximately 7 A beyond the surface of cylindricalMonte Carlo simulationg5] suggest that monovalent cations
DNA (and typically 17 A from helix axis[1,38]. Our data  selectively partition into the minor groove. This effect is
are also in semiquantitative accordance with other computepresent also in our simple model and can thus already be
simulationg[38] and nuclear magnetic resonani®vIR) ex-  understood from electrostatics and thermostatics.

periments which show that the condensed counterion frac- An increasing phosphate and counterion size increases the

0.25

0
20

VII. RESULTS FOR THE GROOVED MODEL



PRE 62 EFFECTIVE INTERACTION BETWEEN HELICA . .. 5551

0.7 — ' - - pulsion between molecules as a consequenaielafcalizing
! the condensed counterions. The second stems from the os-
I motic pressure of added salt that pushes the salt ions to oc-
06 - !'»{ cupy the inner molecular region and sereenthe DNA-

\ /' DNA repulsion. As we shall show below, these two effects
I i result in a novel non monotonic behavior of the force as a

i A function of salt concentration.

\ v Simulation results foF versus distance for increasing salt
q\. R ik F \ concentration are presented in Fig. 13. In our simulations,
: 1 ' ! counterions and equally charged salt ions are indistinguish-
able. We taked, =d_=d.,|q.|=|q_|=e. It can be con-
I cluded from Fig. 13 that even a small amount of salt ions
(line 1, run D, C4=0.025M) significantly enhances the
DNA-DNA repulsion (compare with the dashed line corre-
N sponding to run AC,=0M). Upon increasing the salt con-
centration, at large separatios>10 A, the screening is
increased in accordance with the linear theory. However, at
intermediate and nearly touching separations, a nonmono-
tonic behavior as a function of salt concentration is observed
as illustrated in the inset of Fig. 13. In the inset, the maxi-
mum of F occurs forC,=0.2M. The physical reason for that
- s ‘ is that added salt ions first delocalize bound counterions
0 60 120 180 240 300 360 which leads to a stronger repulsion. Upon further increasing
¢ [degrees] the salt concentration, the electrostatic screening is enhanced

FIG. 11. Same as Fig. 4 but now for run C agid=45°, §  again and the force gets less repulsive. In order to support
=3 A. this picture we show typical microion configurations and in-

vestigate also the fractiofl of condensed counterions as a
effective forces which is shown in Fig. 12. Here,dswas  function of salt concentration.
chosen to be 18°, there is no notable dependence on the Simulation snapshots are given in Fig. 14, where the po-
relative orientationp. A similar behavior was observed in a sitions of the mobile ions are projected onto theplane. A
hexagonally ordered DNA system via Monte Carlo calcula- , ,
tions[24]. This is understandable as counterion screening is 1
becoming less effective. We have tried to fit the simulation
data using a renormalized charge in the YS theory. A good 60 r / 1
. ; : . : 0.75 t 1
fit was obtained for large separations while there are increas- —
ing deviations at shorter distances. This is different from our
results for small ion sizes also shown in Fig. 12 where the fit 05 |
was valid over the whole range of separations. The adjust-
able parameteqy is shown versus the effective phosphate
radiusry of the YS model in the inset of Fig. 12. It is
increasing with increasing’; in qualitative agreement with
charge renormalization mod€l85].

We also note that the physical nature of the electrostatic \
part of the interaction force undergoes a transformation upon \
decreasing the coupling paramelgy, . For strong coupling, 20 + '
I',c=12 (run A), the electrostatic paif ™+ F®) is attrac- .
tive (see Fig. 9. For moderate couplind;,.= 3.6 (run B), it N
is nearly zero for all distances. Finally, for weak coupling,
I',c=1.8(run C) the electrostatic part is elsewhere repulsive.
The entropic parfE(® for these three runs is always repul- . . :
sive and does not undergo a significant change. 020 o5 30 35 , 40

DNA-DNA distance R[A]
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VIIl. RESULTS FOR ADDED SALT FIG. 12. Interaction forcé versus separation distanée The

. . . ) . open circles are simulation data for all relative orientatignwith
Interactions involving nucleic acids are strongly depen-, — 18 From bottom to topd,=1 A, d,=0.2 A (run A); d,

dent on salt concentration. Indeed, the strength of binding- A d,=2 A (run B); d.=2 A, d,=6 A (run O. The
constants can change by orders of magnitude with only smallashed lines are fits by the YS model. From bottom to top: fit for
changes in ionic strengtf®6,97]. Our simulations show a the parameters of run A with; = — 0.6 fit for the parameters of
similar strong salt impact on the interaction force. run B with g5 = —0.7%; fit for the parameters of run C withy

When salt ions are added, there is a competition betwees —0.8%. The inset is the variation of the renormalized phosphate
two effects. The first one is the increasing of the direct rechargeq; versus effective phosphate radiys.
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FIG. 13. Interaction forcé= acting onto a DNA pair versus 0% *’.‘.,: ;r,:s'. X P
distance for¢p=0° and ¢,=18°. The unit of the force iF, MR Sa e 5
=(e/4D)2. The solid lines are for increasing salt concentration: 1, ° L0 i .:' 'O: '.::-'.'o'z.. .
run D; 2, run E; 3, run F; 4, run G; 5, run H. Dashed line: reference o8 .O' ’05: we :‘ 0 . T 8o
data without salt from run A. The inset shows the force versus salt o« TO° %e0e®, @ ©F % ©
concentration at fixed separati®=26 A. o .5‘0 *© .O*’ % g0
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comparison of the salt-free ca$Eig. 14a)] with that of
moderate salt concentratigi€,=0.2M, Fig. 14b)] reveals ¢
that the total number of condensed counterions decreases oA DO Seeodh J‘;' osop, &
L . _ . 090 4 00 0“0 ee e o‘.P-cv'gc
with increasingC,. Furthermore, foC,=0.2M [Fig. 14b)], 0, o o o.q'oef-fv © 8 oot v o
there are no coions in the inner DNA-DNA region. Thus 358 GaF et o s o9l Y
coions do not effectively participate in screening. Conse- ’g"-ﬁ‘; gfa,'go'%f,-,%,i,“:’, u%qc?gsf’-'
quently, the DNA-DNA interaction, due to delocalization of c?"eco‘;.#’g LA R I A
counterions, will be enhanced. Contrary to that, fog P 83.5; ° {’- '-Q&;-goéo
. . . o e °, 4 o
=0.73M [Fig. 14(c)] the salt coions and counterions enter "?o‘o"':. ..,‘; "Sb;g.ff}q]
into the inner DNA-DNA region and effectively screen the PP S 0ge aRH w0, e 9O
. . R A2 0008 ®oo8es wec® © 5P o0
interaction force. '9:-2%?' 0 g ° C;Po o' %¥ gl
. . . . . o o® O o o y® ’e .
Further information is gained from the fractighof con- LA " $0. ‘:'.“".- d‘? 5
. . . . Co%e ® N W o2 L™
densed counterions which is plotted as a functiorRdbr 03‘32'6:).30-63 oo‘;ﬁ??hoo gq.o:‘ig- $o
different salt concentratior@; in Fig. 15. We defing as the SR .gqmg'ébs-. rtyse
..O.rn“ [t T e s €04°9.2 "0 o o &3,

ratio of the net charge in terms of an elementary charge
within the shell of § with respect to the total number of
counterlon_s stemming from the mol_ecule. Bs increases, plane perpendicular to the helices fgr-0°, g,—18°, R=30 A.
the saturation of) occurs at smaller distances. In the inset ofThe filled circles are the i  th teri d i

) . X . posituons O € counterions and positive
Fig. 15 a nonmonotonllc behaqur (ﬂfas.a functl'on' of the salt ions; the open circles are the positions for the negative salt ions
added salt concentration is visible which again is a cleafgiong. a, run A: b, run Fic, run G.
signature of the scenario discussed above.

To understand the nonmonotonicity better, we performecrpcz 12 for a DNA molecule and’,.=0.7 for a charged

additional simulations for a single DNA molecule in rod.
monovalent salt, runs D—H. As a result, the nonmonotonicity The increase of) above a certain threshold of salt con-
is present also for a single DNA if the shell widthis not  centration is mainly due to a counterion accumulation out-
larger than 10 A. The smalles, the most pronounced the side the grooves. A similar trend was predicted by Poisson-
nonmonotonicity. We have also performed simulation for aBoltzmann[98] and Monte Carlo[61,47 calculations in
homogeneously charged rod. In this case, as the Coulomdiifferent models.
coupling is much smaller, the nonmonotonicity 6fC,) More details of the forces and the comparison to linear
vanishes. One can conclude that the nonmonotonicity o§creening theories are shown in Figs. 16, 17, and 18. For run
0(C,) is a consequence of the high Coulomb coupling, since=, the different parts of the total force are presented in Fig.

FIG. 14. Two-dimensional microion snapshots projected to a
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FIG. 15. Same as Fig. 10, but now with added salt. Symbls: . . .
run A; @, run D;O, run E; O, run F; *, run G; X, run H. The inset KL theory with a¢ parameter corresponding to a widiof

shows@ for fixed distance as a function of salt concentration: solidON€ Bjer'rum length and the homogengously c;harged cylinder
line, for R=26 A; dashed line, foR=30 A. model give the same results. Again with a suitable scaling of
the prefactor by introducing a renormalized phosphate
chargeq;< , respectively, by fitting the condensed fractién

16. As compared to the salt-free cagég. 9 the pure elec- : . . .
trostatic part is again attractive but much smaller, while the2N€ can achieve good agreement with the simulation data for

depletion part is repulsive and dominates the total force. Alistances larger than 24 A. The fitting parameygr used

three linear models, homogeneously charged cylinder model?” the YS model is—1.1e, while the optimal condensed

YS, and KL theory, underestimate the force. Note that thgiactioné?forthe KL theory is 0.2. The optimal renormalized
phosphate Charge}; is shown versus salt concentration in
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FIG. 16. Same as Fig. 9 but now for run F agd=0°, ¢, FIG. 18. Same as Fig. 9 but now for run | ag=0°, ¢,
=18°. The KL theory was adjusted th=0.1f,=0.1f;=0.7,0 =18°. The KL theory was adjusted th=0.1f,=0.1f;,=0.7,0

=0.71. The results for KL theory and homogeneously charged cyl=0.71. Note that the KL and homogeneously charged cylinder
inder models coincide exactly. models produce the same curves.
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Fig. 17. Note that the usual DLVO size correction fagtds ~ predict the correct long-distance behavior, if a phenomeno-
already incorporated in the interaction, so what one sees ategical fit parameter—as the renormalized phosphate charge
actual deviations from the DLVO theory. The renormalizedq; for the Yukawa-segment model or the condensation frac-
chargeq; increases with increasinGg which is consistent tion @ for the Kornyshev-Leikin model—is introduced. The
with the works of Delrowet al.[73] and Stigte{27]. If one  Yukawa-segment model can even predict the orientational
simulates the force within the homogeneously charged rodlependence of the force and the torque at smaller distances
model, one finds good agreement with our simulation datan the case of small counterion and phosphate sizes. Hence, a
for large separations. Consequently, the details of the chargghenomenological Yukawa segment model can be used in a

pattern do not matter for large salt concentrations. statistical description of the phase behavior of many parallel
We also note that our simulations give no notable depenbNA strands in a smectic layer.

dence of the force on the relative orientati@h for h Future work should focus on an analysis for divalent

>6 A. Only for small separationsy<<6 A there is a slight counterions which are expected to lead to a qualitatively dif-

dependence in agreement with R&7]. ferent behavior since the Coulomb coupling is enhanced

Finally we show the influence of the ion and phosphatestrongly in this case. Also, one should step by step increase
size on the effective forc€for the parameters of run in  the complexity of the model in order to take effects such as
Fig. 18. The electrostatic part of the force is now repulsivedielectric discontinuitie§38,41,27,99 chemical bindings of
but the total force is still dominated by the depletion part. Ascounterions in the grooves, and discrete polarizable solvents
far as the comparison to linear screening theories is coninto account.
cerned, one may draw similar conclusions as for Fig. 16. The
fitting parameter|; needed to describe the long-distance be-
havior within the YS model does not depend sensitively on ACKNOWLEDGMENTS
the phosphate and ion sizes. With a suitable scaling of the .
prefactor one can achieve good agreement with the simula- Ve thank A. A. Kornyshev, S. Leikin, G. Sutmann, H. M.

tion data for distance larger than 26 A. The fitting parametef1&Teis, and C. N. Likos for stimulating discussions and
q§ used for the YS model is-1.1e, while the optimal con- helpful comments. Financial support from the Deutsche For-
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APPENDIX: LEKNER SUMMATION METHOD

FOR FORCES
IX. COMMENTS AND CONCLUSIONS

] ] ] In our simulations we account for the long-range nature of

In conclusion, we have calculated the interaction betweefhe Coulomb interactions via the efficient method proposed
two parallel B-DNA molecules within a “primitive” model. | ekner[68]. This method has been successfully applied
In particular, we focused on the distance- and orientationyg partially periodic systemil4,100. For an assembly df
resolved effective forces and torques as a function of sallyns in a’ central cubic cell of dimensidn the Coulomb
concentration. Our main conclusions are as follows. force F(© exerted onto particlé by particlej, and by all

First, the interaction force for larger separations is repul- . L T "
sive and dominated by microion depletion. The orientationarepet't'ons of particlg in the penodic system, is
dependence induced by the internal helical charge pattern is o
short-ranged decaying within a typical surface-to-surface =0y 99 ri—r;
separation of 6 A. For shorter separations there is a signifi- Fi e o ceusm' (A1)
cant dependence on the relative orientatibrand on the o
discreteness of the charge distribution along the strands. As a o o )
function of ¢, the force can be both attractive and repulsive Because ok,y,z symmetry it is sufficient to consider only
This may lead to unusual phase behavior in smectic layers gihe component of the force. For thecomponent of the
parallel DNA molecules. Details of the molecular shape andorce we have
counterion size are important for small separations as well.

The torque is relatively small except for small separations a * Ax) = *
; Iy . =) 94 .

where it exhibits a complicated dependence. F(c ——28772 | sin 271l —— > >

Second, as a function of added salt concentration we pre- eL® =1 m=-e n=me
dict a nonmonotonic behavior of the force induced by a com- A 2 (A 271/2

" o : y z
petition between delocalization of condensed counterions xKo[2wl[(—+m + —+n) ] (A2)
and enhanced electrostatic screening. This effect can in prin- L L

ciple be verified in experiments.

Third, linear screening theories describe the simulatiorHere, Ax=x;—X;, Ay=y;—Y;, Az=z—z;, andKy(2) is
data qualitatively but not quantitatively. Having in mind that the modified Bessel function of zero order.
the total force is dominated by the depletion term which is  For a pair of particles not aligned parallel to thaxis, the
typically neglected in linear screening theory, such theoriegonvergence of the sum in EGA2) is fast. Thus an evalua-
need improvement. On the other hand, the different theorieBon of just 20 terms in the sum is enough to get a part-per-
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million accuracy. The convergence becomes worse when si-

multaneously|Ay|<§ and |Az|< §(5<L) for the casem
=0=n. The number of terms needed in the sum for a de-
sired accuracy increases rapidly with increaséhg

If the particles are aligned parallel to theaxis such that
|Ay|+|Az|=0, the sum in Eq(A2) diverges withm=0
=n. For this particular casEaix is

EFFECTIVE INTERACTION BETWEEN HELICA . ..
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aiq Ax
=(c) _ J
Fil'= eLZ\/_EIsm(ZTrIZL)

X > [Ko(zwl +m’ +(—-1)

m= —ox©
AX
XK 2’7T| Sp M- sgnAx)3 ” (A3)
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